
Gauss–Berezin integral operators,
spinors over orthosymplectic supergroups,

and Lagrangian super-Grassmannians

Yuri A. Neretin1

We obtain explicit formulas for the spinor representation ρ of the real orthosym-
plectic supergroup OSp(2p|2q,R) by integral ’Gauss–Berezin’ operators. Next, we
extend ρ to a complex domain and get a representation of a larger semigroup, which
is a counterpart of Olshanski subsemigroups in semisimple Lie groups. Further, we
show that ρ can be extended to an operator-valued function on a certain domain in the
Lagrangian super-Grassmannian (graphs of elements of the supergroup OSp(2p|2q,C)
are Lagrangian super-subspaces) and show that this function is a ’representation’ in
the following sense: we consider Lagrangian subspaces as linear relations and com-
position of two Lagrangian relations in general position corresponds to a product of
Gauss–Berezin operators2.

1 Introduction

In the present paper, we consider algebras, superalgebras, functional spaces over
complex numbers C and in few cases over real numbers R. The transposition of
matrices is denoted by A 7→ At. The symbol 1n denotes the unit matrix of size
n.

1.1. Orthosymplectic spinors. Let x1, . . . , xp be real variables, ξ1, . . . ,
ξq be Grassmann variables, ξiξj = −ξjξi for all i, j (in particular, ξ2i = 0). We
consider differential operators

1, xkxl, xk
∂

∂xl
,

∂

∂xk

∂

∂xl
, ξmξn, ξm

∂

∂ξn
,

∂

∂ξm

∂

∂ξn
, (1.1)

xkξm, xk
∂

∂ξm
, ξm

∂

∂xl
,

∂

∂xk

∂

∂ξm
, (1.2)

where 1 ⩽ k, l ⩽ p, 1 ⩽ m,n ⩽ q, acting in the space of polynomials in x1, . . . ,
xp, ξ1, . . . , ξq. Denote by R the space of all complex linear combinations of such
operators. We say, that a parity of a nonzero monomial of degree 2 in xk,

∂
∂ξl

,

ξm, ∂
∂ξn

is 1 if it contains either one ξk or one ∂
∂ξl

. Otherwise parity is 0. So

monomials (1.1) have parity 0 and (1.2) parity 1. We also say that a nonzero
linear combination of monomials of parity 0 (resp. 1) has parity 0 (resp. 1). Let
u, v ∈ R have parities p(u), p(v). We define the supercommutator of operators
u, v by

[u, v]s := uv − (−1)p(u)p(v)vu (1.3)

1Supported by MSHE ”Priority 2030” strategic academic leadership program.
2This paper is an extended variant of preprint https://arxiv.org/abs/0707.0570v3 and

a strongly revised version of my earlier preprint [51] exploring other realization of spinors.
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and extend this operation to the whole R by bilinearity.
It is easy to see that the space R is closed with respect to the supercommu-

tator, and therefore we get a Lie superalgebra, it is isomorphic to a direct sum of
the orthosymplectic Lie superalgebra osp(2p|2q) and a trivial one-dimensional
Lie algebra C.

Let us recall a definition of osp(2p|2q). Denote the block (p + p) × (p + p)-

matrix

(
0 1p
−1p 0

)
by J and the block (q + q) × (q + q)-matrix

(
0 1q
1q 0

)
by

I. The orthosymplectic Lie superalgebra osp(2p|2q) consists of complex block

(2p+ 2q)× (2p+ 2q)-matrices

(
A B
C D

)
satisfying the condition3

(
J 0
0 I

)(
A B
C D

)
+

(
At Ct

−Bt Dt

)(
J 0
0 I

)
= 0.

We say that parity of matrices of the form

(
∗ 0
0 ∗

)
is 0, parity of

(
0 ∗
∗ 0

)
is 1,

and define a supercommutator by formula (1.3).
If p = 0, then we get the usual spinor representation of the orthogonal Lie

algebra o(2q,C) in the Grassmann algebra consisting of ’functions’ in variables
ξ1, . . . , ξq. If q = 0, then we get a representation of symplectic Lie algebra
sp(2q) (symplectic spinors or oscillator representation). Spinors and symplec-
tic spinors are distinguished objects of representation theory. Orthosymplectic
spinors were considered in numerous works, for instance, Berezin [8] (with the
construction mentioned above), Serov [65] (where the spinor representations of
the orthosymplectic supergroups OSp(2p|r) were obtained), and [3], [4], [14],
[15], [16], [21], [24], [36], [41], [54].

Remark on notation. In notation osp(2p|2q) for the orthosymplectic Lie
superalgebra, I firstly write 2p corresponding to the ’human’ (real or complex)
variables and the symplectic Lie algebra sp(2p); 2q corresponds to Grassmann
variables and the orthogonal Lie algebra o(2q). In literature, our osp(2p|2q) can
be denoted by osp(2q|2p) or spo(2p|2q). ⊠

In this paper we write explicit formula for representation of the correspond-
ing global object, which is larger than the real supergroup OSp(2p|2q). We
do not assume that the reader is familiar with super-mathematics and discuss
orthosymplectic spinors as a topic of analysis and as a story about integral op-
erators. The text is self-closed, de facto we use a minimal version of language
of super-algebra and super-analysis4 and follow DeWitt’s [18] way — to con-
sider linear spaces (modules) over Grassmann algebra with infinite number of

3J is a canonical form of a non-degenerate skew-symmetric matrix, I is a canonical form
of a nondegenerate complex symmetric matrix of an even order. For our aims, I is more
convenient than the unit matrix, which is more natural for general theory.

4Lie superalgebras can have a life of their own, without supergroups, supermanifolds,
superintegration, etc., see [32], [11], Chapter 1. We prefer to discuss supergroups — Lie
superalgebras are actually present only in Section 10

2



generators5.

1.2. Berezin formulas. Apparently, first elements of a strange analogy
between the spinor representation of the orthogonal groups and the oscillator
representation of symplectic groups6 were observed by K. O. Friedrichs in the
early 1950s, see [22]. He considered spinors over symplectic groups Sp(2n,R)
as a kind of a self-obvious object (obtained by an application of the Stone-von
Neumann theorem) and initiated a discussion about their extension to the case
n =∞, see some historical comments in [52].

In the beginning of 1960s, Feliks Berezin obtained explicit formulas [5], [6] for
both the representations. We briefly recall his results. First of all, let us realize
the real symplectic group Sp(2n,R) as the group of complex (n + n) × (n + n)
matrices

g =

(
Φ Ψ
Ψ Φ

)
(1.4)

satisfying the condition

g

(
0 1
−1 0

)
gt =

(
0 1
−1 0

)
. (1.5)

Similarly, we realize the real orthogonal group O(2n,R) as the group of complex
matrices

g =

(
Φ Ψ
−Ψ Φ

)
(1.6)

satisfying

g

(
0 1
1 0

)
gt =

(
0 1
1 0

)
. (1.7)

The oscillator (spinor) representation of Sp(2n,R) (see (1.4), (1.5)) is realized
by the following integral operators W (·)

W

(
Φ Ψ
Ψ Φ

)
f(z) = ±(detΦ)−1/2×

×
∫
Cn

exp
{1
2

(
z u

)(ΨΦ−1 (Φt)−1

Φ−1 −Φ−1Ψ

)(
zt

ut

)}
f(u)e−|u|2du du (1.8)

in the space of holomorphic functions on Cn. Here the symbol t denotes the
transposition of matrices; z =

(
z1 . . . zn

)
, u =

(
u1 . . . un

)
are row vec-

tors, (
z u

)
:=
(
z1 . . . zn u1 . . . un

)
5Different authors have different points of view to a formalization of ’super-analysis’. De-

Witt’s book was an object a justified critisism in [60], [44]. Our work is far from subleties of
analysis on supermanifolds, translation of our results to the more common functorial language
is more-or-less automatical.

6’Spinor representation’ of orthogonal group is a common term (the representation was

discovered by Élie Cartan [13], 1913), the term ’oscillator representation’ has several syn-
onyms, namely, the Weil representation, the Shale–Weil representation, the Segal–Shale–Weil
representation, the harmonic representation, the metaplectic representation, the symplectic
spinors. The term ’oscillator representation’ was proposed by Irving Segal (who was the first
who described this representation [61], 1959). For further references, see [50], [53].
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also is a row vector, and the expression in the curly brackets is a product of a
row vector, matrix, and a column vector (i.e., the whole expression is a scalar).
We write W (·) in honor of A.Weil.

On the other hand, Berezin obtained formulas for the spinor representation
of the group O(2n,R) (we realize O(2n,R) by matrices (1.6), (1.7)). Exactly,
he wrote ’integral operators’ of the form

spin

(
Φ Ψ
Ψ Φ

)
f(ξ) = ±(detΦ)1/2×

×
∫

exp
{1
2

(
ξ η

)(−ΨΦ−1 (Φt)−1

−Φ−1 −Φ−1Ψ

)(
ξt

ηt

)}
f(η)e−ηηt

dη dη, (1.9)

here ξ =
(
ξ1 . . . ξn

)
, η =

(
η1 . . . ηn

)
are row-matrices; ξj , ηj , ηj are

anti-commuting variables.7,8. The integral in the right-hand side is the Berezin
integral, see Section 2.

In fact, Berezin in his book [6]9 and the subsequent work [7] conjectured that
there is the analysis of Grassmann variables parallel to the usual analysis (and
these works contain important elements of this analysis). The book includes
parallel exposition of the bosonic Fock space (analysis in infinite number of
complex variables) and the fermionic Fock space (Grassmann analysis in infinite
number of variables), this parallel seemed mysterious. However, the strangest
elements of this analogy were formulas (1.8) and (1.9). This pushed him at
the end of 60s – beginning of 70s to the invention of the ‘super-analysis’, which
mixes even (complex or real) variables and odd (Grassmann) variables, see [34],
Sect. 5.

Apparently, the first case of joining of classical and Grassmann analysis was
the paper by Berezin and G. I. Kats [9], 1970, where formal Lie supergroups
corresponding to Lie superalgebras were introduced. At least in 1965 Lie super-
algebras appeared in algebraic topology (see Milnor, J. Moore [43], this work
was one of starting points for Berezin and Kats). Starting 1971-73 Lie superal-
gebras and supersymmetries were used in the quantum field theory (e.g., [26],
[69], [70], [58], ’super’ originates from this literature).

1.3. Aims of this paper. Orthosymplectic spinors. We wish to
unite formulas (1.8)–(1.9) and to write explicitly the representation of the su-

7Actually, in both the cases Berezin considered n = ∞.
8Such a formula makes sense only for an open dense subset in SO(2n,R) ⊂ O(2n,R); this

produces some difficulties below. Spinors over infinite-dimensional symplectic and orthogonal
groups were independently introduced by Shale and Stinespring [66], [67]. However, the
starting point of super-analysis and standpoint of the present work were Berezin’s formulas
(1.8), (1.9).

9On ’intellectual history’ of this book, its origins and influence, see [52].
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pergroup10 OSp(2p|2q,R), the operators of the representation have the form

T (g)f(z, ξ) =

∫∫
exp


1

2

(
z ξ u η

)
·R(g) ·


zt

ξt

ut

ηt


×

× f(u, η) e−uut−ηηt

du du dη dη, (1.10)

where g ranges in the supergroup OSp(2p|2q,R) and R(g) is a certain block
matrix of size (p+ q+ p+ q) composed of elements a supercommutative algebra
A (we prefer to think that A is the Grassmann algebra with infinite number of
generators aj), see Section 5.

1.4. Aims of this paper. Gauss–Berezin integral operators. In [45],
[48], [47] it was shown that spinor and oscillator representations are actually
representations of categories. We obtain a (non perfect) super-counterpart of
these constructions. Let us explain this in more detail.

First, let us consider the ’bosonic’ case. Consider a symmetric (n+n)× (n+
n)-matrix,

S =

(
A B
Bt C

)
.

Consider a Gaussian integral operator11

B+

[
A B
Bt C

]
f(z) =

=

∫
Cn

exp
{1
2

(
z u

)(A B
Bt C

)(
zt

ut

)}
f(u)e−|u|2du du. (1.11)

These operators are more general than (1.8), it can be shown (this was observed

by G. I. Olshanski) that the symmetric matrices

(
ΨΦ−1 (Φt)−1

Φ−1 −Φ−1Ψ

)
in Berezin’s

formula (1.8) are unitary.
It can be readily checked that bounded Gaussian operators form a semigroup,

which includes the group Sp(2n,R); its algebraic structure is described below
in Section 3.

On the other hand, we can introduce Berezin operators that are fermionic
counterparts of Gaussian operators. Namely, consider a skew-symmetric matrix

10Thus, this paper returns to the initial point of super-analysis. It seems strange that
formula (1.10) was not written by Berezin himself. The author obtained it after reading the
posthumous uncompleted book [8] of Berezin; in my opinion, it contains traces of attempts to
do this (see also [10]). In the present paper, we use tools that were unknown to Berezin. A
straightforward extension of [6] leads to cumbersome calculations. Certainly, these difficulties
were surmountable. In any case, the present paper is a kind of a ’lost chapter’ of the Berezin’s
book [6] and my book [50].

11We use the symbol B in honour of Berezin.
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(
A B
−Bt C

)
and the integral operator

B−

[
A B
−Bt C

]
f(ξ) =

=

∫
exp
{1
2

(
ξ η

)( A B
−Bt C

)(
ξt

ηt

)}
f(u)e−ηηdη dη. (1.12)

These operators are more general than (1.9); it can be shown that in Berezin’s

formula (1.9) the skew-symmetric matrix

(
−ΨΦ−1 (Φt)−1

−Φ−1 −Φ−1Ψ

)
is contained in

the pseudo-unitary group U(n, n).
For Berezin operators in general position, the product of Berezin operators

has a kernel of the same form. But sometimes this is not the case. It is possible
to improve the definition (see our Section 2), and to obtain a semigroup of
Berezin operators.

In this paper we introduce ’Gauss–Berezin integral operators’, which unify
bosonic ’Gaussian operators’ and fermionic ’Berezin operators’. Our main result
is a construction of a canonical bijection between the set of all Gauss–Berezin
operators and a certain domain in Lagrangian super-Grassmannian; also we
propose a geometric interpretation of products of Gauss–Berezin operators.

Formula (1.10) for superspinor representation of the supergroup OSp(2p|2q)
is a byproduct of the geometric construction.

1.5. Aims of this paper. Possible applications. The spinor and
oscillator representations are important at least for the following two reasons.

First, they are a basic tool in representation theory of infinite-dimensional
groups, see, e.g., [61], [56], [50], in particular, for classical groups, the group of
diffeomorphisms of the circle, loop groups12.

Second, the Howe duality for spinors is an important topic of classical rep-
resentation theory, see, for instance, [30], [35], [1].

Possible applications of our work in similar directions are discussed in Section
10.

1.6. Structure of this paper. I tried to write a self-contained paper,
no preliminary knowledge of the super-mathematics or representation theory is
assumed. But this implies a necessity of various preliminaries, which I provide.
Also, we try to minimize the vocabulary of this text.

We start with an exposition of spinor and oscillator representations in Sec-
tions 2 and 3. These sections contain also a discussion of Gaussian integral
operators and Berezin (fermionic Gaussian) operators (a detailed exposition of
these topics is contained in the books [50] and [53].

In Sections 6 – 8 we discuss supergroups OSp(2p|2q), super-Grassmannians
and super-linear relations. I am trying to use minimally necessary tools, these

12The parabolic induction, which is a main tool for construction of representations of
semisimple Lie groups does not work in these situations.

6



sections do not contain an introduction to super-science and its basic definitions.
For generalities of super-mathematics, see [17], [8], [42], [40], [18], [12], [68], [11].

Section 4 contains a discussion of super-analogue of the Gaussian integral,
this is a simple imitation of the well-known formula∫

Rn

exp
{
−1

2
xAxt + bxt

}
dx = (2π)n/2 det(A)−1/2 exp

{
−1

2
bA−1bt

}
. (1.13)

Apparently, these calculations are written somewhere, but I do not know
references.

The Gauss–Berezin integral operators are introduced in Section 5. Our main
construction is the canonical one-to-one correspondence between super-linear
relations and Gauss–Berezin operators, which is obtained in Section 9. This
immediately produces a representation of real supergroups OSp(2p|2q,R). For
g being in an ’open dense’ subset in the supergroup, the operators of the repre-
sentation are of the form (1.10).

In the last section we discuss some open problems.

Acknowledgements. I am grateful to D. V. Alekseevski, A. L. Onishchik ,
and A. S. Losev for explanations of super-algebra and super-analysis. The pre-
liminary variant [51] of this paper was revised after a discussion with D. Westra,
who proposed numerous suggestions to improve the text.

2 A survey of orthogonal spinors. Berezin
operators and Lagrangian linear relations

This Section is subdivided into 3 parts.
In Part A we develop the standard formalism of Grassmann algebras Λn

and define Berezin operators Λn → Λm, which are in a some sense morphisms
of Grassmann algebras (but not morphisms in the category of algebras!).

In Part B we describe the ’geometrical’ category GD, which is equivalent to
the category of Berezin operators. Morphisms of the category GD are certain
Lagrangian subspaces.

In Part C we describe explicitly the correspondence between Lagrangian
subspaces and Berezin operators.

In some cases we present proofs or explanations, for a coherent treatment
see [50], Chapter 2.

A. Grassmann algebras and Berezin operators.

2.1. Grassmann variables and Grassmann algebra. We denote by ξ1,
. . . , ξn Grassmann variables,

ξiξj = −ξjξi,

in particular, ξ2i = 0. Denote by Λn the algebra of polynomials with complex
coefficients in these variables, evidently, dimΛn = 2n. The monomials

ξj1ξj2 . . . ξjα , where α = 0, 1, . . . , n and j1 < j2 < · · · < jα, (2.1)
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form a basis of Λn. Below elements of Grassmann algebra are called functions.

2.2. Derivatives. We define left differentiations in ξj as usual. Exactly, if
f(ξ) does not depend on ξj , then

∂

∂ξj
f(ξ) = 0,

∂

∂ξj
ξjf(ξ) = f(ξ).

Evidently,

∂

∂ξk

∂

∂ξl
= − ∂

∂ξl

∂

∂ξk
,

(
∂

∂ξk

)2

= 0.

2.3. Exponentials. Let f(ξ) be an even function, i.e., f(−ξ) = f(ξ). We
define its exponential as usual,

exp
{
f(ξ)

}
:=

∞∑
j=0

1

j!
f(ξ)j .

Even functions f , g commute, fg = gf , therefore

exp{f(ξ) + g(ξ)} = exp{f(ξ)} · exp{g(ξ)}.

2.4. Berezin integral. Let ξ1, . . . , ξn be Grassmann variables. The
Berezin integral ∫

f(ξ) dξ =

∫
f(ξ1, . . . , ξn) dξ1 . . . dξn

is a linear functional on Λn defined by∫
ξ1ξ2 . . . ξn dξ1 . . . dξn = 1,

integrals of all other monomials are zero.
The following formula for integration by parts holds∫

f(ξ) · ∂

∂ξk
g(ξ) dξ = −

∫
∂f(−ξ)
∂ξk

· g(ξ) dξ.

2.5. Integrals with respect ’to odd Gaussian measure’. Let ξ1, . . . ,
ξq be as above. Let ξ1, . . . , ξq be another collection of Grassmann variables,

ξkξl = −ξlξk, ξkξl = −ξlξk.

We need the following Gaussian expression

exp
{
−ξξt

}
:= exp{−ξ1ξ1 − ξ2ξ2 − . . . } =
= exp{ξ1ξ1} exp{ξ2ξ2} · · · = (1 + ξ1ξ1)(1 + ξ2ξ2)(1 + ξ3ξ3) . . .

Denote
dξ dξ = dξ1 dξ1 dξ2 dξ2 . . .
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Therefore, ∫ ( m∏
k=1

(ξαk
ξαk

)
)
e−ξξ

t

dξ dξ = 1, (2.2)

and the integral is zero for all other monomials. For instance,∫
ξ1ξ2ξ3 e

−ξξ
t

dξ dξ = 0,

∫
e−ξξ

t

dξ dξ = +1,∫
ξ1ξ1ξ33ξ33 e

−ξξ
t

dξ dξ = −
∫

(ξ1ξ1) (ξ33ξ33) e
−ξξ

t

dξ dξ = −1.

Evidently,∫
f(ξ) · ∂

∂ξk
g(ξ) e−ξξ

t

dξ dξ =

∫
ξkf(−ξ) · g(ξ) e−ξξ

t

dξ dξ,∫
∂

∂ξk
f(ξ) · g(ξ) e−ξξ

t

dξ dξ =

∫
f(−ξ) · ξkg(ξ) e−ξξ

t

dξ dξ.

2.6. Integral operators. Now, consider Grassmann algebras Λp and Λq

consisting of polynomials in Grassmann variables ξ1, . . . , ξp and η1, . . . , ηq,
respectively. For a function K(ξ, η) we define an integral operator

AK : Λq → Λp

by

AKf(ξ) =

∫
K(ξ, η)f(η) e−ηηt

dη dη.

Proposition 2.1 The map K 7→ AK is a one-to-one correspondence of the set
of all polynomials K(ξ, η) and the set of all linear maps Λq → Λp.

A proof of Proposition 2.1 is trivial. Indeed, expand

K(ξ, η) =
∑

ai1,...,il j1,...,jlξi1 . . . ξikηj1 . . . ηjl .

Then a... are the matrix elements13 of AK in the standard basis (2.1).

Proposition 2.2 If A : Λq → Λp is determined by the kernel K(ξ, η) and
B : Λp → Λr is determined by the kernel L(ζ, ξ), then the kernel of BA is

M(ζ, η) =

∫
L(ζ, ξ)K(ξ, η)e−ξξ

t

dξ dξ.

2.7. Berezin operators in the narrow sense. A Berezin operator Λq →
Λp in the narrow sense is an operator of the form

B

[
A B
−Bt C

]
f(ξ) :=

=

∫
exp
{1
2

(
ξ η

)( A B
−Bt C

)(
ξt

ηt

)}
f(η) e−ηηt

dη dη, (2.3)

13up to signs.
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where A = −At, C = −Ct. Let us explain the notation.

1.
(
ξ η

)
denotes the row-matrix(

ξ η
)
:=
(
ξ1 . . . ξp η1 . . . ηq

)
.

Respectively,

(
ξt

ηt

)
denotes the transposed column-matrix.

2. The (p+ q)× (p+ q)-matrix

(
A B
−Bt C

)
is skew-symmetric. The whole

expression for the kernel has the form

exp
{1
2

∑
k⩽p,l⩽p

aklξkξl +
∑

k⩽p,m⩽q

bkmξkηm +
1

2

∑
m⩽q,j⩽q

cmjηmηj

}
.

2.8. Product formula.

Theorem 2.3 Let

B[S1] = B

[
P Q
−Qt R

]
: Λp → Λq, B[S2] = B

[
K L
−Lt M

]
: Λq → Λr

be Berezin operators in the narrow sense. Assume det(1−MP ) ̸= 0. Then

B[S2]B[S1] = Pfaff

(
M 1
−1 P

)
B[S2 ◦ S1], (2.4)

where(
K L
−Lt M

)
◦
(

P Q
−Qt R

)
=

=

(
K + LP (1−MP )−1Lt L(1− PM)−1Q
−Qt(1−MP )−1Lt R−Qt(1−MQ)−1MQ

)
. (2.5)

The symbol Pfaff(·) denotes the Pfaffian, see the next subsection.

A calculation is not difficult, see Subsection 4.9. The formula (2.5) is clarified
below, Theorem 2.10.

2.9. Pfaffians and odd Gaussian integrals. Let R be a skew-symmetric
2n× 2n matrix. Its Pfaffian Pfaff(R) is defined by the condition

1

n!

(1
2

∑
kl

rklξkξl

)n
= Pfaff(R) ξ1ξ2 . . . ξ2n−1ξ2n

(where ξ1, . . . , ξ2n are Grassmann variables). In other words,

Pfaff(R) =
1

n!

∫ (1
2

∑
kl

rklξkξl

)n
dξ =

∫
exp
{1
2
ξRξt

}
dξ.
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Recall that
Pfaff(R)2 = detR.

More generally, let ξ1, . . . , ξ2n, θ1, . . . , θ2n be pairwise anticommuting
variables. Then (see [50], Theorem II.4.4)∫

exp
{1
2
ξRξt +

2n∑
j=1

θjξj

}
dξ = Pfaff(R) exp

{1
2
θR−1θt

}
. (2.6)

Theorem 2.3 follows from this formula in a straightforward way.

2.10. The definition of Berezin operators. Theorem 2.3 suggests an
extension of the definition of Berezin operators. Indeed, this theorem is per-
fect for operators in general position. If det(1 − MP ) = 0, then we get an
indeterminate of the form 0 · ∞ in the product formula (2.4), (2.5).

For this reason, consider the cone14 C of all the operators of the form s ·

B

[
A Bt

−Bt C

]
, where s ranges in C. Certainly, the cone C is not closed. Indeed,

lim
ε→0

ε exp
{1
ε
ξ1ξ2

}
= ξ1ξ2;

lim
ε→0

ε2 exp
{1
ε
(ξ1ξ2 + ξ2ξ4)

}
= ξ1ξ2ξ3ξ4.

This suggests the following definition.

Berezin operators are operators Λq → Λp, whose kernels have the form (cf.
[59])

s ·
m∏
j=1

(ξut
j + ηvtj) · exp

{1
2

(
ξ η

)( A B
−Bt C

)(
ξt

ηt

)}
, (2.7)

where

1. s ∈ C;
2. uj ∈ Cp, vj ∈ Cq are row-matrices;

3. m ranges in the set {0, 1, . . . , p+ q};

4.

(
A B
−Bt C

)
is a skew-symmetric (p+ q)× (p+ q)-matrix.

2.11. The space of Berezin operators.

Proposition 2.4 a) The cone of Berezin operators is closed in the space of all
linear operators Λq → Λp.

b) Denote by Ber[m] the set of all Berezin operators with a given number m

of linear factors in (2.7). Then the closure of Ber[m] is

Ber[m] ∪Ber[m+2] ∪Ber[m+4] ∪ . . .
14Below, a cone in CN is a subset invariant with respect to homotheties z 7→ sz, where

s ∈ C.
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Therefore, the cone of all Berezin operators Λq → Λp consists of two com-
ponents, namely ⋃

m is even

Ber[m] and
⋃

m is odd

Ber[m] .

They are closures of Ber[0] and Ber[1], respectively. Also, kernels K(ξ, η) of
Berezin operators satisfies

K(−ξ,−η) = K(ξ, η), or K(−ξ,−η) = −K(ξ, η),

respectively.

Remark. Kernels K(ξ, η) of Berezin operators Λq → Λp are canonically
defined polynomials in ξ, η. However, expressions (2.7) for the kernels of Berezin
operators are non-canonical if numbers m of linear factors are ⩾ 1. For instance,

(ξ1 + ξ33)(ξ1 + 7ξ33) = 6ξ1ξ33, ξ1 exp{ξ1ξ2 + ξ3ξ4} = ξ1 exp{ξ3ξ4}.

A quadratic form in the exponential in (2.7) also is not defined canonically.
⊠

2.12. Examples of Berezin operators.

a) The identity operator is a Berezin operator. Its kernel is exp
{∑

ξjηj}.
b) More generally, operators with kernels exp

{∑
ij bijξiηj

}
are operators

Λq → Λp defined by the substitution ηi =
∑

j bjiξj .

c) The operator with kernel ξ1 exp{
∑

ξjηj} is the operator f 7→ ξ1f .

e) The operator with kernel η1 exp{
∑

ξjηj} is the operator f 7→ ∂
∂ξ1

f .

f) The operator in Λn determined by the kernel (ξ1 + η1)(ξ2 + η2) . . . is
Hodge ⋆-operator. Namely, let i1 < i2 < · · · < ik be a subset in {1, 2, . . . , n}.
Let j1 < j2 < · · · < jn−k be the complementary subset. Then

⋆
(
ξ1ξ2 . . . ξik

)
= ξj1 . . . ξjn−k

.

g) The operator with kernel K(ξ, η) = 1 is the projection to the vector
f(ξ) = 1 ∈ Λn.

h) The operator B with the kernel

exp
{1
2
aijξiξj +

∑
ξjηj

}
is the multiplication operator

Bf(ξ) = exp
{1
2
aijξiξj

}
f(ξ).

i) A product of Berezin operators is a Berezin operator (see below).

j) Operators of the spinor representation of O(2n,C) are Berezin operators.

12



2.13. Another definition of Berezin operators. Denote by D[ξj ] the
following operators in Λp

D[ξj ]f(ξ) :=
(
ξj +

∂

∂ξj

)
f(ξ). (2.8)

If g, h do not depend on ξj , then

D[ξj ]
(
g(ξ) + ξjh(ξ)

)
= ξjg(ξ) + h(ξ)

In the same way, we define the operators D[ηj ] : Λq → Λq. Obviously

D[ξi]
2 = 1, D[ξi]D[ξj ] = −D[ξj ]D[ξi], for i ̸= j. (2.9)

A Berezin operator Λq → Λp is any operator that can be represented in the
form

D[ξk1
] . . .D[ξkα

] ·B ·D[ηm1
] . . .D[ηmβ

], (2.10)

where

— B is a Berezin operator in the narrow sense,

— α ranges in the set {0, 1, . . . , p} and β ranges in {0, 1, . . . , q}
By (2.9) we can assume k1 < · · · < kα, m1 < · · · < mβ .

Proposition 2.5 The two definitions of Berezin operators are equivalent.

Remark. Usually, a Berezin operator admits many representations in the
form (2.10). In fact, the space of all Berezin operators is a smooth cone, and
formula (2.10) determines 2p+q coordinate systems on this cone. Any collection
of 2p+q − 1 charts have a non-empty complement. ⊠

2.14. The category of Berezin operators. Groups of automor-
phisms.

Theorem 2.6 Let

B1 : Λq → Λp, B2 : Λp → Λr

be Berezin operators. Then B2B1 : Λq → Λr is a Berezin operator. If B is an
invertible Berezin operator, then B−1 is a Berezin operator.

By Theorem 2.6 we get a category, whose objects are Grassmann algebras
Λ0, Λ1, Λ2, . . . and whose morphisms are Berezin operators.

Denote by Gn the group of all invertible Berezin operators Λn → Λn. By
the definition, it contains the group C× of all scalar non-zero operators.

Theorem 2.7 Gn/C× ≃ O(2n,C)/{±1}.
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Here O(2n,C) denotes the usual group of orthogonal transformations in C2n.
The map sending each element of O(2n,C)/{±1}. Moreover, this isomor-

phism sending an orthogonal matrix to the corresponding Berezin operator in Λn

(determined up to a factor) is nothing but the spinor representation of O(2n,C).
Our next aim is to describe explicitly the category of Berezin operators. In

fact, we intend to clarify the strange matrix multiplication (2.5).

B. Linear relations and the category GD.

2.15. Linear relations. Let V , W be linear spaces over C. A linear
relation P : V ⇒ W is a linear subspace P ⊂ V ⊕W .

Remark. Let A : V →W be a linear operator. Its graph graph(A) ⊂ V ⊕W
consists of all vectors v ⊕Av. By the definition, graph(A) is a linear relation,

dim graph(A) = dimV.

2.16. Product of linear relations. Let P : V ⇒ W , Q : W ⇒ Y be
linear relations. Informally, a product QP of linear relations is a product of
many-valued maps. If P takes a vector v to a vector w and Q takes the vector
w to a vector y, then QP takes v to y.

Now, we present a formal definition. The product QP is a linear relation
QP : V ⇒ Y consisting of all v ⊕ y ∈ V ⊕ Y such that there exists w ∈ W
satisfying v ⊕ w ∈ P , w ⊕ y ∈ Q.

In fact, the multiplication of linear relations extends the usual matrix mul-
tiplication.

2.17. Imitation of some standard definitions of matrix theory.

1◦. The kernel kerP consists of all v ∈ V such that v ⊕ 0 ∈ P . In other
words,

kerP = P ∩ (V ⊕ 0).

2◦. The image imP ⊂W is the projection of P to 0⊕W .

3◦. The domain domP ⊂ V of P is the projection of P to V ⊕ 0.

4◦. The indefinity indef P ⊂W of P is P ∩ (0⊕W ).

The definitions of a kernel and an image extend the corresponding definitions
for linear operators. The definition of a domain extends the usual definition of
the domain of an unbounded operator in an infinite-dimensional space. For a
linear operator, indef = 0.

2.18. Lagrangian Grassmannian and orthogonal groups. First, let us
recall some definitions. Let V be a linear space equipped with a non-degenerate
symmetric (or skew-symmetric) bilinear form M . A subspace H is isotropic
with respect to the bilinear form M , if M(h, h′) = 0 for all h, h′ ∈ H. The
dimension of an isotropic subspace satisfies

dimH ⩽
1

2
dimV.
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A Lagrangian subspace15 is an isotropic subspace whose dimension is precisely
1
2 dimV . By Lagr(V ) we denote the Lagrangian Grassmannian, i.e., the space
of all Lagrangian subspaces in V .

Consider a space V2n = C2n equipped with the symmetric bilinear form

L = Ln determined by the matrix

(
0 1n
1n 0

)
. Denote by O(2n,C) the group of

all linear transformations g of C2n preserving L, i.e., g must satisfy the condition

g

(
0 1n
1n 0

)
gt =

(
0 1n
1n 0

)
.

Let m, n = 0, 1, 2, . . . . Equip the space V2n ⊕ V2m with the symmetric
bilinear form L⊖ given by

L⊖(v ⊕ w, v′ ⊕ w′) = Ln(v, v
′)− Lm(w,w′) , (2.11)

where v, v′ ∈ V2n and w, w′ ∈ V2m.

Observation 2.8 16 Let g be an operator in C2n. Then g ∈ O(2n,C) if and
only if its graph is an L⊖-Lagrangian subspace in V2n ⊕ V2n.

This is obvious.

2.19. Imitation of orthogonal groups. Category GD. Now we define
the category GD. The objects are the spaces V2n, where n = 0, 1, 2, . . . . There
are two types of morphisms V2n → V2m:

a) L⊖-Lagrangian subspaces P ⊂ V2n ⊕ V2m; we regard them as linear
relations.

b) a distinguished morphism17 denoted by null2n,2m.

Now we define a product of morphisms.

— Product of null and any morphism is null.

— Let P : V2n ⇒ V2m, Q : V2m ⇒ V2k be Lagrangian linear relations.
Assume that

kerQ ∩ indef P = 0 or, equivalently, imP + domQ = V2m. (2.12)

Then QP is the product of linear relations.

— If the condition (2.12) is not satisfied, then QP = null.

Theorem 2.9 The definition is self-consistent, i.e., a product of morphisms is
a morphism and the multiplication is associative.

15Mostly, the term ’Lagrangian subspace’ is used for spaces equipped with a skew-symmetric
bilinear forms; however, my usage is a usual slang.

16I use term ’Observation’ for statements, which are important for understanding and be-
came trivial or semi-trivial being formulated.

17It is not identified with any linear relation.
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At first glance the appearance of null seems strange; its necessity will be
transparent immediately (null correspond to zero operators in the next theorem).
Also, null will be the source of some our difficulties below.

Theorem 2.10 The category of Berezin operators defined up to scalar factors
and the category GD are equivalent.

In fact, there is a map that takes each Lagrangian linear relation P : V2n ⇒
V2m to a nonzero Berezin operator spin(P ) : Λn → Λm such that for each
R : V2q ⇒ V2p, Q : V2p ⇒ V2r

spin(Q) spin(R) = λ(Q,R) spin(QR),

where λ(Q,R) is a constant. Moreover,

λ(Q,R) = 0 if and only if QR = null.

We describe the correspondence between the category of Berezin operators
and the category GD explicitly in Theorems 2.16, 2.17. First, we need some
auxiliary facts concerning Lagrangian Grassmannians (for a detailed introduc-
tion to Lagrangian Grassmannians, see [2], Sect. 43, [53], Chapter 3).

C. Explicit correspondence.

2.20. Coordinates on the Lagrangian Grassmannian. Recall that
V2n is the space C2n = Cn ⊕ Cn equipped with the bilinear form L = Ln with

the matrix

(
0 1n
1n 0

)
. We write V2n = C2n as

V2n = V+
n ⊕ V−

n = Cn ⊕ Cn,

in this decomposition the summands are Lagrangian subspaces.

Lemma 2.11 Let H ⊂ V2n be an n-dimensional subspace such that H∩V−
n = 0.

Under this condition H is the graph of an operator

TH : V+
n → V−

n .

The following conditions are equivalent

— the matrix TH is skew-symmetric;

— the subspace H is Lagrangian

Proof. We write the bilinear form L as

L(v, w) = L(v+ ⊕ v−, w+ ⊕ w−) = v+(w−)t + w+(v−)t.

By the definition, v ∈ H if and only if v− = v+TH . For v, w ∈ P , we evaluate

L(v+ ⊕ v+T,w+ ⊕ w+T ) = v+(w+TH)t + v+TH(w+)t = v+(TH + T t
H)w+.
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Now the statement becomes obvious. □

Lemma 2.11 defines a coordinate system in Lagr(V2n). Certainly, this coor-
dinate system does not cover the whole space Lagr(V2n).

2.21. Atlas on the Lagrangian Grassmannian. Denote by e+1 , . . . ,
e+n , e

−
1 , . . . , e

−
n the standard basis in C2n = Cn ⊕ Cn. Let J be a subset in

{1, 2, . . . , n}. Denote by J its complement. We define the subspaces

V+
n [J ] :=

(
⊕j∈JCe+j

)
⊕
(
⊕j /∈JCe−j

)
,

V−
n [J ] :=

(
⊕j /∈JCe+j

)
⊕
(
⊕j∈JCe−j

)
,

then V2n = V+
n [J ]⊕V−

n [J ]. Denote byM[J ] the set of all Lagrangian subspaces
H in V2n such that H ∩ V−

n [J ] = 0. Such subspaces are precisely graphs of
symmetric operators V+

n [J ]→ V−
n [J ].

Proposition 2.12 The 2n chartsM[J ] cover the whole Lagrangian Grassman-
nian Lagr(V2n).

2.22. Atlas on the Lagrangian Grassmannian. Elementary re-
flections. We can describe the same maps in a slightly different way. For
i = 1, 2, . . . , n, define an elementary reflection σi : V2n → V2n by

σie
+
i = e−i , σie

−
i = e+i , σie

±
j = e±j for i ̸= j. (2.13)

Observation 2.13
M[J ] =

(∏
i∈J

σi

)
M[∅]. (2.14)

2.23. Components of Lagrangian Grassmannian.

Observation 2.14 The Lagrangian Grassmannian in the space V2n consists of
two connected components.18

We propose two proofs to convince the reader.

1. The group O(n,C) is dense in Lagr(V2n). This group has two components.

2. It can be readily checked that Lagr(V2n) is a homogeneous space

Lagr(V2n) ≃ O(2n,C)/GL(n,C).

The group O(2n,C) consists of two components and the group GL(n,C) is
connected. □

Remark. Two components of the Lagrangian Grassmannian correspond to
two components of the space of Berezin operators. ⊠

2.24. Coordinates on the set of morphisms of GD. We can apply
the reasoning of Section 2.20 to Lagr(V2n ⊕V2m). Due to the minus in formula
(2.11) we must take care of the signs in Lemma 2.11.

18Recall that V2n is equipped with a symmetric bilinear form. The usual Lagrangian Grass-
mannian discussed in the next section is connected. The orthosymplectic Lagrangian Grass-
mannian (see Section 7) consists of two components.
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Lemma 2.15 Decompose V2n ⊕ V2m as19

V2n ⊕ V2m = (V−
n ⊕ V+

m)⊕ (V+
n ⊕ V−

m).

Let P be an (m + n)-dimensional subspace such that P ∩ (V+
n ⊕ V−

m) = 0, i.e.,
P is the graph of an operator

V−
n ⊕ V+

m → V+
n ⊕ V−

m.

Then the following conditions are equivalent

— P ∈ Lagr(V2n ⊕ V2m);

— P is the graph of an operator having the form(
A B
Bt C

)
, where A = −At, C = −Ct. (2.15)

2.25. Creation-annihilation operators. Let V2n be as above. Decom-
pose

V2n = V+
n ⊕ V−

n , where V+
n := Cn ⊕ 0, V−

n := 0⊕ Cn.

Let us write elements of V2n as

v :=
(
v+1 . . . v+n v−1 . . . v−n

)
.

For each v ∈ V2n, we define a creation-annihilation operator â(v) in Λn by

â(v)f(ξ) :=
(∑

j

v+j ξj +
∑
j

v−j
∂

∂ξj

)
f(ξ).

Evidently,
â(v)â(w) + â(w)â(v) = L(v, w) · 1.

2.26. A construction of the correspondence. Let B : Λq → Λp be
a nonzero Berezin operator. Consider the subspace P = P [B] ⊂ V2q ⊕ V2p
consisting of v ⊕ w such that

â(w)B = B â(v). (2.16)

Theorem 2.16 a) P [B] is a morphism of the category GD, i.e., a Lagrangian
subspace.

b) The map B 7→ P is a bijection{
Set of nonzero Berezin operators Λq → Λp

defined up to a scalar factor

}
←→

←→
{
The set of non-’null’ morphisms V2q → V2p

of the category GD

}
.

19We emphasize that the source space V2n and the target space V2m are mixed in the next
row.
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c) Let B1 : Λq → Λp, B2 : Λp → Λr be Berezin operators. Then

B2B1 = 0 if and only if P [B2]P [B1] = null . (2.17)

d) Otherwise,
P [B2B1] = P [B2]P [B1].

Sketch of proof. 1. First, let us consider a Berezin operator in the
narrow sense. We write the equation (2.16)

(∑
w+

j ξj +
∑

w−
j

∂

∂ξj

)∫
exp
{1
2

(
ξ η

)( A B
−Bt C

)(
ξt

ηt

)}
f(η)e−ηηt

dη dη =

=

∫
exp
{1
2

(
ξ η

)( A B
−Bt C

)(
ξt

ηt

)}(∑
v+k ηk+

∑
v−k

∂

∂ηk

)
f(η)e−ηηt

dη dη,

or, equivalently,(∑
w+

j ξj +
∑

w−
j

∂

∂ξj
−
∑

v−k ηk −
∑

v+k
∂

∂ηk

)
×

× exp
{1
2

(
ξ η

)( A B
−Bt C

)(
ξt

ηt

)}
= 0

We differentiate the exponential and get[∑
j

w+
j ξj +

∑
j

w−
j

(∑
i

ajiξi +
∑
m

bjkηm

)
−
∑
k

v−k ηk −
∑
k

v+k

+
(
−
∑
l

blkξl +
∑
m

ckmηm

)]
×

× exp
{1
2

(
ξ η

)( A B
−Bt C

)(
ξt

ηt

)}
= 0.

Therefore, (
v+ w−) = (v− w+

)( A −B
−Bt −C

)
.

By Lemma 2.15, P is a Lagrangian subspace in V2q ⊕ V2p.
2. Next, let C be a Berezin operator having the form (2.10),

C = D[ξk1 ] . . .D[ξkα ] ·B ·D[ηm1 ] . . .D[ηmβ
]. (2.18)

We note that
ã(v)D[ξi] = D[ξi] ã(σiv),

where σi is an elementary reflection (2.13). Let the operator B satisfy

â(w)B = B â(v),
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where v ⊕ w ranges in P [B]. Then the operator C satisfies

â(σk1
. . . σkα

w)C = C â(σm1
. . . σmβ

v).

Therefore, the corresponding linear relation is

σk1
. . . σkα

Pσm1
. . . σmβ

(2.19)

and is Lagrangian. This proves a).

3. By Proposition 2.12, the sets (2.19) sweep the whole Lagrangian Grass-
mannian. This proves b).

4. Let v ⊕ w ∈ P [B1], w ⊕ y ∈ P [B2], i.e.,

â(w)B1 = B1 â(v), â(y)B2 = B2 â(w).

Then
B2B1â(v) = B2â(w)B1 = â(y)B2B1

and this proves c).
We omit a proof of d), which is more difficult (see [50], Subsect. II.6.5). □

2.27. Explicit correspondence. Another description. The proof
above implies also the following theorem (see [50], Theorem II.6.11).

Theorem 2.17 Let P satisfy Lemma 2.15. Then the corresponding Berezin
operator B[P ] has the kernel

exp
{1
2

(
ξ η

)(A −B
Bt −C

)(
ξt

ηt

)}
.

3 A survey of the oscillator representation.
The category of Gaussian integral operators

In Subsections 3.1–3.2, we define the bosonic Fock space. In Subsections 3.3–
3.4, we introduce Gaussian integral operators. The algebraic structure of the
category of Gaussian integral operators is described in Subsections 3.6–3.8. For
a detailed exposition, see [50], Chapter 4, or [53], Sect. 5.1-5.2

3.1. Fock space. Denote by dλ(z) the Lebesgue measure on Cn normalized
as

dλ(z) := π−ndx1 . . . dxn dy1 . . . dyn, where zj = xj + iyj .

The bosonic Fock space Fn is the space of entire functions on Cn satisfying the
condition ∫

Cn

|f(z)|2e−|z|2 dλ(z) <∞.

We define the inner product in Fn by the formula

⟨f, g⟩ :=
∫
Cn

f(z)g(z)e−|z|2 dλ(z).
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Theorem 3.1 The space Fn is complete, i.e., it is a Hilbert space.

Proposition 3.2 The monomials zk1
1 . . . zkn

n are pairwise orthogonal and

∥zk1
1 . . . zkn

n ∥2 =
∏

kj !

3.2. Operators.

Theorem 3.3 For each bounded operator A : Fn → Fm, there is a function
K(z, u) on Cm ⊕ Cn holomorphic in z ∈ Cm and antiholomorphic in u ∈ Cn

such that

Af(z) =

∫
Cn

K(z, u) f(u) e−|u|2 dλ(u)

(the integral absolutely converges for all f).

3.3. Gaussian operators. Fix m, n = 0, 1, 2, . . . Let S =

(
K L
Lt M

)
be a

symmetric (m+ n)× (m+ n)-matrix, i.e., S = St. A Gaussian operator

B[S] = B

[
K L
Lt M

]
: Fn → Fm

is defined by

B

[
K L
Lt M

]
f(z) =

∫
Cn

exp
{1
2

(
z u

)(K L
Lt M

)(
zt

ut

)}
f(u) e−|u|2 dλ(u),

where
z :=

(
z1 . . . zn

)
, u :=

(
u1 . . . un

)
are row-matrices.

For an operator A from the standard Euclidean space Cl to the standard
Euclidean space Ck denote by ∥A∥ the operator norm of A,

∥A∥ = max
v∈Cl, ∥v∥=1

∥Av∥ =
{
the maximal eigenvalue of A∗A

}1/2

.

Theorem 3.4 (G. I. Olshanski) An operator B[S] is bounded if and only if20

1. ∥S∥ ⩽ 1,

2. ∥K∥ < 1, ∥M∥ < 1.

3.4. Product formula.

20The condition 1 implies ∥K∥ ⩽ 1, ∥M∥ ⩽ 1, the condition 2 strengthen these inqualities.
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Theorem 3.5 Let

B[S1] = B

[
P Q
Qt R

]
: Fn → Fm, B[S2] = B

[
K L
Lt M

]
: Fm → Fk

be bounded Gaussian operators. Then their product is

det(1−MP )−1/2 B[S2 ∗ S1],

where S2 ∗ S1 is given by(
K L
Lt M

)
∗
(
P Q
Qt R

)
=

=

(
K + LP (1−MP )−1Lt L(1− PM)−1Q

Qt(1−MP )−1Lt R+Qt(1−MQ)−1MQ

)
. (3.1)

Theorem 3.6 Denote by Gn the set of unitary (n + n) × (n + n) symmetric

matrices

(
K L
Lt M

)
satisfying ∥K∥ < 1, ∥M∥ < 1. Then Gn is closed with

respect to the ∗-multiplication and is isomorphic to the group Sp(2n,R).

Observe that formula (3.1) almost coincides with formula (2.5). Again, for-
mula (3.1) hides a product of linear relations.

First, we define analogues of the spaces V2n from the previous section.

3.5. Complexification of a linear space with bilinear form. Denote
byW2n the space C2n = Cn⊕Cn. Let us denote its elements by v =

(
v+ v−

)
.

We equip W2n with two forms

— the skew-symmetric bilinear form

Λ(v, w) = Λn(v, w) :=
(
v+ v−

)( 0 1n
−1n 0

)(
(w+)t

(w−)t

)
= v+(w−)t − v−(w+)t;

(3.2)
— the indefinite Hermitian form

M(v, w) = Mn(v, w) :=
(
v+ v−

)(1n 0
0 −1n

)(
(v+)t

(w−)t

)
= v+(v+)t−w−(w−)t.

(3.3)
Remark. Let us explain the origin of the definition. Consider a real space

R2n equipped with a nondegenerate skew-symmetric bilinear form {·, ·}. Con-
sider the space C2n ⊃ R2n. We can extend {·, ·} to C2n in the following two
ways. First, we can extend it as a bilinear form,

Λ̃(x+ iy, x′ + iy′) := {x, x′} − {y, y′}+ i
(
{x, y′}+ {x′, y}

)
.

Next, we extend {·, ·} as a sesquilinear form

M̃(x+ iy, x′ + iy′) := {x, x′}+ {y, y′}+ i
(
{y, x′} − {x, y′}

)
.
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This form is anti-Hermitian, M̃(u, z) = −M̃(z, u), it is more convenient to pass

to a bilinear form Λ := iΛ̃, and a Hermitian form M := iM̃ . Thus, we get
a space endowed with two forms, skew symmetric and Hermitian. Denoting
by el the standard basis in C2n and passing to a new basis (ej + en+j)/

√
2,

(ej − en+j)/
√
2, where j ⩽ n, we arrive at expressions (3.2), (3.3). ⊠

3.6. The category Sp. Objects of the category Sp are the spaces W2n,
where n = 0, 1, 2, . . . .

For m, n = 0, 1, 2, . . . , we equip the direct sumW2n⊕W2m with two forms,

Λ⊖(v ⊕ w, v′ ⊕ w′) := Λn(v, v
′)− Λm(w,w′),

M⊖(v ⊕ w, v′ ⊕ w′) := Mn(v, v
′)−Mm(w,w′). (3.4)

A morphismW2n →W2m is a linear relation P :W2n ⇒W2m satisfying the
following conditions.

1. P is Λ⊖-Lagrangian.

2. The form M⊖ is non-positive on P .

3. The form MW2n
is strictly negative on kerP and the form MW2m

is
strictly positive on indef P .

A product of morphisms is the usual product of linear relations21.

Observation 3.7 The group of automorphisms of W2n is the real symplectic
group Sp(2n,R).

This follows from the remark given in the previous subsection. The group
of operators preserving both the forms Λ̃, M̃ on C2n preserves also the real
subspace R2n.

3.7. Construction of Gaussian operators from linear relations. Re-
call that W2n is C2n = Cn ⊕ Cn. Denote this decomposition by

W2n =W+
n ⊕W−

n .

Represent a linear relation P as the graph of an operator

S = S(P ) :W−
m ⊕W+

n →W+
m ⊕W−

n .

This is possible, because M⊖ is negative semidefinite on the subspace P and is
strictly positive on the subspace W+

m ⊕W−
n ; therefore P ∩ (W+

m ⊕W−
n ) = 0.

Proposition 3.8 A matrix S has the form S(P ) if and only if it is symmetric
and satisfies the Olshanski conditions from Theorem 3.4.

21Under the condition 3, for morphisms P : W2n ⇒ W2m, Q : W2m ⇒ W2k, we have
imP ∩ kerQ = 0. For this reason null does not appear in the category Sp.
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Theorem 3.9 For each morphisms

P :W2n ⇒W2m, Q :W2m ⇒W2k,

the corresponding Gaussian operators

B
[
S(P )

]
: Fn → Fm, B

[
S(Q)

]
: Fm → Fk

satisfy
B
[
S(Q)

]
B
[
S(P )

]
= λ(Q,P )B

[
S(QP )

]
,

where QP is the product of linear relations and λ(Q,P ) is a nonzero scalar.

As formulated, the theorem can be proved by direct force.

3.8. Construction of linear relations from Gaussian operators. For(
v+1 . . . v+n v−1 . . . v−n

)
∈ V2n,

we define the differential operator (a creation-annihilation operator)

â(v)f(z) =
(∑

j

v+j zj +
∑
j

v−j
∂

∂zj

)
f(z).

For a given bounded Gaussian operator B[S] : Fn → Fm we consider the
set P of all v ⊕ w ∈ W2n ⊕W2m such that

â(w)B[S] = B[S] â(v).

Theorem 3.10 The linear relation P is a morphism of the category Sp.

3.9. Details. An analogue of the Schwartz space. We define the
Schwartz–Fock space SFn as the subspace in Fn consisting of all

f(z) =
∑

cj1,...,jnz
j1 . . . zjn

such that for each N

sup
j
|cj1,...,jn |

∏
k

jk! jk
N <∞.

Theorem 3.11 The subspace SFn is a common invariant domain for all Gaus-
sian bounded operators and for all creation-annihilation operators.

See [53], Subsect. 4.2.4 and Theorem 5.1.5.

3.10. Details. The Olshanski semigroup ΓSp(2n,R). The Olshanski
semigroup ΓSp(2n,R) is defined as the subsemigroup in Sp(2n,C) consisting of
complex matrices g satisfying the condition

g

(
−1 0
0 1

)
g∗ −

(
−1 0
0 1

)
⩽ 0,
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where g∗ = gt denotes the adjoint matrix (see [55]).
Equivalently, g ∈ ΓSp(2n,R) if and only if

M(ug, ug) ⩽ M(u, u) for all u ∈ C2n.

The Olshanski semigroup is a subsemigroup in the semigroup of endomor-
phisms of the object W2n. For details, see [53], Sect. 2.7, 3.5.

4 Gauss–Berezin integrals

Here we discuss super-analogues of Gaussian integrals. Actually, the final for-
mulas are not used, but their structure is important for us.

Apparently, these integrals are evaluated somewhere, but I do not know a
reference. Calculations in the fermionic case are contained in [59].

4.1. Phantom algebra. Phantom generators a1, a2, . . . are anticommuting
variables,

akal = −alak, a2j = 0.

We define a phantom algebra A as the algebra of polynomials in the variables aj .
For the sake of simplicity, we assume that the number of variables is infinite.
We also call elements of A phantom constants.

The phantom algebra has a natural Z-grading by degree of monomials,

A = ⊕∞
j=0Aj .

Therefore, A admits a Z2-grading, namely

Aeven := ⊕A2j , Aodd := ⊕A2j+1.

We define the automorphism µ 7→ µσ of A by the rule

µσ =

{
µ if µ is even,

−µ if µ is odd
(4.1)

(equivalently, aσj = −aj).
The algebra A is supercommutative in the following sense:

µ ∈ A, ν ∈ Aeven =⇒ µν = νµ,

µ ∈ Aodd, ν ∈ Aodd =⇒ µν = −νµ.

Also,
µ ∈ A, ν ∈ Aodd =⇒ νµ = µσν. (4.2)

Next, represent µ ∈ A as µ =
∑

j⩾0 µj , where µj ∈ Aj . We define the map

π↓ : A → C
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by

π↓(µ) = π↓

(∑
j⩾0

µj

)
:= µ0 ∈ C.

Evidently,

π↓(µ1µ2) = π↓(µ1)π↓(µ2), π↓(µ1 + µ2) = π↓(µ1) + π↓(µ2).

Take φ ∈ A such that π↓(φ) = 0. Then φN = 0 for sufficiently large N .
Therefore,

(1 + φ)−1 :=
∑
n⩾0

(−φ)n, (4.3)

actually, the sum is finite. In particular, if π↓(µ) ̸= 0, then µ is invertible.

4.2. A technical comment. The aim of this paper is a specific con-
struction and we use a minimal vocabulary necessary for our aims. We regard
supergroups GL(p|q) and OSp(2p|2q) as groups of matrices over the algebra A,
representations of supergroups are defined in modules over A.

The more common point of view22 is to consider supergroups as functors
from the category of supercommutative algebras to the category of groups. Our
constructions require a restriction of a class of supercommutative algebras23.
Precisely, the algebra A can be replaced24 by an arbitrary finitely or countably
generated supercommutative algebra A′ over C satisfying the following proper-
ties:

— there is a non-zero homomorphism π↓ : A′ → C, denote I := kerπ↓;

— any finitely generated subalgebra in I is nilpotent.

A pass to algebras equipped with the Krull topology make situation more
flexible. We can consider supercommutative algebras A′′ satisfying the following
properties:

— there is a non-zero homomorphism π↓ : A′′ → C, denote I := kerπ↓;

— I is finitely or countably generated, and ∩nIn = 0;

— A′′ is complete with respect to I-adic topology (Krull topology, see [19],
Subsect. 7.7), i.e., for any sequence an ∈ A′′/In such that natural maps
A′′/In → A′′/In−1 send an to an−1, there is a ∈ A′′ whose image in each
A′′/In is an.

All our constructions below are functorial with respect to algebras of such
types.

Below we use terms ’supergroups’ and super-Grassmannians for objects de-
fined over the algebra A keeping in mind that this can be translated into the
functorial language.

22On comparison and criticism of different definitions of super-objects, see, e.g., [44], [60].
Our approach follows DeWitt’s book [18], we use only linear algebra and integral oprators
(without analysis on manifolds). Wider generality discussed in this subsection is similar to
Berezin–Kats [9].

23We need exponentials of even elements (4.6), C-valued integrals (4.5), and inverses (4.3),
(4.8). We also must justify the calculation in Theorem 4.3 and the proof of Lemma 7.1.

24with some modifications in proofs.
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4.3. Berezinian. Let

(
P Q
R T

)
be a block (p + q) × (p + q)-matrix, let

P , T be composed of even phantom constants, and Q, R be composed of odd
phantom constants. Then the Berezinian (or Berezin determinant) is25

ber

(
P Q
R T

)
:= (detP )−1 · det(T −QP−1R).

We note that P and T −QP−1R are composed of elements of the commutative
algebra Aeven, therefore their determinants are well-defined. The Berezinian
satisfies the multiplicative property of the usual determinant

ber(A) ber(B) = ber(AB).

4.4. Functions. We consider 3 types of variables:

— real or complex (bosonic) variables, we denote them by xi, yj (if they are
real) and zi, uj (if they are complex);

— Grassmann (fermionic) variables, we denote them by ξi, ηj or ηj ;

— phantom generators aj as above.

Bosonic variables xl commute with the fermionic variables ξj and phantom
constants µ ∈ A. We also assume that the fermionic variables ξj and the
phantom generators al anticommute,

ξjal = −alξj .

Fix a collection of bosonic variables x1, . . . , xp and a collection of fermionic
variables ξ1,. . . , ξq. A function is a sum of the form

f(x, ξ) :=
∑
m⩾0

∑
0<i1<···<ik⩽q; j1<···<jm

hi1,...,ik;j1,...,jm(x1, . . . , xp)×

× aj1 . . . ajm ξi1 . . . ξik , (4.4)

where h are smooth functions of x ∈ Rp. We also write such expressions in the
form

f(x, ξ) =
∑
I,J

hI,J(x)a
JξI

keeping in the mind that I ranges in collections 0 < i1 < · · · < ik ⩽ q and J in
collections j1 < · · · < jm.

We say, that a function f is even (respectively odd) if it is an even expression
in the total collection ξi, ak. By fσ(x, ξ) we denote the function obtained from
f(x, ξ) by the substitution aj 7→ −aj for all j.

Remark. Formally, the fermionic variables and the phantom constants have
equal rights in our definition. However, below their roles are different: ξj serve
as variables and elements of A serve as constants (see (4.7)). ⊠

25The usual determinant of a block complex matrix

(
P Q
R T

)
is detP · det(T −QP−1R).
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Remark. There are three ways to understand expressions (4.4). We con-
sider them as finite sums, but it is possible to consider them as arbitrary formal
series in variables aj . We also can consider formal series such that each m-th
summand depends only on finitely many of aj (considerations below survive in
these cases after minor modifications). ⊠

For a given f , we define the function

π↓(f) :=
∑
I

hI,∅(x) ξ
I ∈ C∞(Rp)⊗ Λq.

4.5. Integral. Now, we define the symbols∫
f(x, ξ) dx

∫
f(x, ξ) dξ,

∫
f(x, ξ) dx dξ.

The integration with respect to x is the usual termwise integration in (4.4),∫
Rp

f(x, ξ) dx :=
∑
I,J

(∫
hI,J(x) dx

)
aJξI . (4.5)

The integration with respect to ξ is the usual termwise Berezin integral,∫
f(x, ξ) dξ :=

∑
J

hLJ(x)a
J , where L = {1, 2, . . . , q}.

4.6. Exponential. Let f(x, ξ) be an even expression in ξ, a, i.e., f(x, ξ) =
f(x,−ξ)σ. We define its exponential as usual, it satisfies the usual properties.
Namely,

exp{f(x, ξ)} :=
∞∑

n=0

1

n!
f(x, ξ)n. (4.6)

Since f1, f2 are even, we have f1f2 = f2f1. Therefore, the identity

exp{f1 + f2} = exp{f1} exp{f2}

holds.

Observation 4.1 The series (4.6) converges.

Indeed,

exp
{
f(x, ξ)

}
= exp

{
h∅∅(x)

} ∏
(I,J )̸=(∅,∅)

exp
{
hI,J(x)a

IξJ
}
=

= exp
{
h∅∅(x)

} ∏
(I,J )̸=(∅,∅)

(1 + hI,J(x)a
IξJ).

Opening brackets, we get a polynomial in aj , ξk.
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4.7. Gauss–Berezin integrals. A special case. Take p real variables xi

and q Grassmann variables ξj . Consider the expression

I =

∫∫
exp
{1
2

(
x ξ

)( A B
−Bt C

)(
xt

ξt

)}
dx dξ =

=

∫∫
exp
{1
2

∑
ij

aijxixj +
∑
ik

bikxiξk +
1

2

∑
kl

cklξkξl

}
dx dξ. (4.7)

The notation t denotes the transpose as above, also
(
x ξ

)
is the row-matrix(

x ξ
)
=
(
x1 . . . xp ξ1 . . . ξq

)
.

The matrices A and C are composed of even phantom constants, A is symmetric,
C is skew-symmetric, and B is a matrix composed of odd phantom constants.26

Observation 4.2 The integral converges if and only if the matrix Reπ↓(A) is
negative definite.

Indeed, the integrand exp{. . . } is a finite sum of the form

exp
{1
2

∑
ij

π↓(aij)xixj

} ∑
i1<···<ik

∑
j1<···<jl

Pi1,...,ik; j1,...,jl(x)ξi1 . . . ξikaj1 . . . ajl ,

where P...(x) are polynomials. Under the condition Reπ↓(A) < 0, a term-wise
integration is possible. □

4.8. Evaluation of the Gauss–Berezin integral. Let us evaluate inte-
gral (4.7).

Theorem 4.3 Let Reπ↓(A) < 0. Then

I =

{
(2π)p/2 det(−A)−1/2 Pfaff(C +BtA−1B) if q is even,

0, otherwise.
(4.8)

Recall that q is the number of Grassmann variables.

Remark. The matrix C + BtA−1B is skew-symmetric and composed of
even phantom constants. Therefore, the Pfaffian is well defined. ⊠

Remark. Thus, for q even our expression is a ’hybrid’ of a Pfaffian and a
Berezinian,

I−2 = −(2π)p ber
(

A B
−Bt C

)
.

Similar (but not precisely same) ’hybrid’ appeared in [64] and [39]. ⊠

26The argument of the exponential must be even in ξ, a. This imposes the constraints of
parity for A, B, C. The symmetry conditions for A, B, C are the natural conditions for
coefficients of a quadratic form in x, ξ.
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Proof of Theorem 4.3. First, we integrate with respect to x,

exp
{1
2
ξCξt

}∫
Rp

exp
{1
2
xAxt + xBξt

}
dx =

= exp
{1
2
ξCξt

}
×

×
∫
Rp

exp
{1
2
(x− ξBtA−1)A(xt +A−1Bξt)

}
exp
{1
2
ξBtA−1Bξt

}
dx.

We substitute
y := x− ξBtA−1, (4.9)

get

exp
{1
2
ξCξt

}
· exp

{1
2
ξBtA−1Bξt

}∫
exp
{1
2
yAyt

}
dy,

and arrive at the usual Gaussian integral (1.13).
Integrating the result, we get

det(−A)−1/2(2π)p/2
∫

exp
{1
2
ξ(C +BtA−1B)ξt

}
dξ,

and arrive at the Pfaffian.
We must justify the substitution (4.9). Let Φ be a function on Rp of Schwartz

class, let ν be an even expression in a, ξ, assume that the constant term of ν is
0. Then ∫

Rp

Φ(x+ ν) dx =

∫
Rp

Φ(x) dx.

Indeed,

Φ(x+ ν) :=

∞∑
j=0

1

j!
νj

dj

dxj
Φ(x).

Actually, the summation is finite. A termwise integration with respect to x
gives zero for all j ̸= 0. □

4.9. Grassmann Gaussian integral.

Observation 4.4 Let D be a complex skew-symmetric matrix of size N , let ξk,
ζk be Grassmann variables. Then the integral∫

exp
{1
2
ξDξt + ξζt

}
dξ

can be represented in the form

s ·
m∏
j=1

(
ζht

j

)
· exp

{1
2
ζQζt

}
,

where s ∈ C, Q is a skew-symmetric matrix, and hj are row-matrices, m ⩽ N ,
N −m is even.
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Indeed, one can find a linear substitution ξ = ηS such that27

ξDξt =

γ∑
j=1

η2j−1η2j1.

Then the integral can be reduced to

detS

∫
exp
{ γ∑
j=1

η2j−1η2j +

N∑
k=1

ηkνk

}
dη,

where νj are certain linear expressions in ζl. So we get

detS ·
γ∏

j=1

∫
exp
{
η2j−1η2j + η2j−1ν2j−1 + η2jν2j

}
dη2j−1 dη2j ×

×
∫

exp
{ N∑
j=2γ+1

ηjνj

}
dη2γ+1 . . . dηN =

= ±detS · exp
{
−

γ∑
j=1

ν2jν2j+1

} N∏
k=2γ+1

νk.

Recall that νj are certain linear expressions28 in ζl. □.

4.10. More general Gauss–Berezin integrals. Consider an expression

J =

∫∫
exp
{1
2

(
x ξ

)( A B
−Bt C

)(
xt

ξt

)
+ xht + ξgt

}
dx dξ =

=

∫∫
exp
{1
2

∑
ij

aijxixj +
∑
ik

bikxiξk +
1

2

∑
kl

cklξkξl+

+
∑
j

hjxj −
∑
k

gkξk

}
dx dξ, (4.10)

here A, B, C are as above and ht, gt are column-vectors, hj ∈ Aeven, gk ∈ Aodd.

We propose two ways to evaluate of this integral.

4.11. The first way to evaluate. Substituting

(
y η

)
=
(
x ξ

)
+
(
h g

)( A B
−Bt C

)−1

,

27In other words, one can reduce a skew-symmetric matrix over C to a canonical form.
28A product of functions νm is canonically defined up to a constant factor, equivalently a

linear span of functions νm is canonically defined (this sentence is a rephrasing of the Plücker
embedding of a Grassmannian into an exterior algebra).
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we get

exp
{1
2

(
h g

)( A B
−Bt C

)−1(
ht

gt

)}
×

×
∫∫

exp
{1
2

(
y η

)( A B
−Bt C

)(
yt

ηt

)}
dy dη

and arrive at Gauss–Berezin integral (4.7) evaluated above.

This way is not perfect, because it uses an inversion of a matrix

(
A B
−Bt C

)
.

Observation 4.5 A matrix

(
A B
−Bt C

)
is invertible if and only if A and C

are invertible.

The necessity is evident; to prove the sufficiency, we note that the matrix

T :=

(
A−1 0
0 C−1

)(
A B
−Bt C

)
−
(
1 0
0 1

)
is composed of nilpotent elements ofA. We write out (1+T )−1 = 1−T+T 2−. . . ,

and therefore our initial matrix

(
A 0
0 C

)
(1 + T ) is invertible. □

The matrix A is invertible, because ReA < 0.

But the matrix C is skew-symmetric.

— If q is even, then a q × q skew-symmetric matrix C in general position is
invertible. For noninvertible C, we have a chance to remove uncertainty. This
way leads to an expression of the form (4.12) obtained below.

— If q is odd, then C is non-invertible; our approach is not suitable.

4.12. The second way to evaluate of Gauss–Berezin integrals. First,
we integrate with respect to x,

exp
{1
2
ξCξt + ξgt

}∫
Rp

exp
{1
2
xAxt + xBξt + xht

}
dx =

= exp
{1
2
ξCξt + ξgt

}
exp
{1
2
(h− ξBtA−1)A(ht +A−1Bξt)

}
×

×
∫
Rp

exp
{1
2
(x+ h− ξBt)A(xt + ht +Bξt)

}
dx.

Substituting y = x+ h− ξBtA−1 and integrating with respect to y, we get

(2π)p/2 det(−A)−1/2 exp
{1
2
(h− ξBtA−1)A(ht +A−1Bξt) +

1

2
ξCξt + ξgt

}
.

Next, we must integrate with respect to ξ, our integral has a form∫
exp
{1
2
ξDξt + ξrt

}
dξ, (4.11)
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where a matrix D is composed of even phantom constants and a vector r is odd.

If D is invertible, we shift the argument again ηt := ξt +D−1rt and get

exp
{1
2
rD−1rt

}∫
exp
{1
2
ηDηt

}
dη,

the last integral is a Pfaffian. This way is equivalent to the approach discussed
in the previous subsection.

Now, consider an arbitrary D. The calculation of Subsection 4.9 does not
survive29.

However, we can write (4.11) explicitly as follows. For any subset

I : i1 < · · · < i2k

in {1, . . . , q} we consider the complementary subset

J : j1 < · · · < jq−2k.

Define the constant σ(I) = ±1 as follows(
ξi1ξi2 . . . ξi2k

)(
ξj1ξj2 . . . ξjq−2k

)
= σ(I) ξ1ξ2 . . . ξq.

Evidently,∫
exp
{1
2
ξDξt + ξrt

}
dξ =

=
∑
I

σ(I)Pfaff


0 di1i2 . . . di1i2k

di2i1 0 . . . di2i2k
...

...
. . .

...
di2ki1 di2i2k . . . 0

 rj1 . . . rjq−2k
. (4.12)

Recall that dpq ∈ Aeven and r ∈ Aodd.

5 Gauss–Berezin integral operators

Here we define super hybrids of Gaussian operators and Berezin operators.

5.1. Fock–Berezin spaces. Fix p, q = 0, 1, 2, . . . . Let z1, . . . , zp be
complex variables, ξ1, . . . , ξq be Grassmann variables. We consider expressions

f(z, ξ) =:
∑
I,J

fI,J(z)a
JξI ,

where rI,J are entire functions in z and the summation is finite. We define the
map f 7→ π↓(f) as above.

29Let D be a skew-symmetric matrix over Aeven. If π↓(D) is degenerate, then we can not
reduce D to a normal form.
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We define the Fock–Berezin space SFp,q(A) as the space of all functions
f(z, ξ) satisfying the condition: for each I, J , the function fI,J(z) is in the
Schwartz–Fock space SFp, see Subsection 3.9. We say that a sequence f (k) ∈
SFp,q(A) converges30 to f if

— for all but a finite number of J all f
(k)
I,J are zero;

— for each I, J , we have a convergence f
(k)
I,J (z)→ fI,J(z) in SFp.

Remark. We can assume that all the fI,J are in the Hilbert–Fock space
Fp. But Gauss–Berezin operators defined below can be unbounded in this space;
therefore this point of view requires descriptions of domains of operators and
examination of products of operators. Our definition admits some variations
(we chose an open dense subset in Fp, and our choice is volitional). ⊠

5.2. Another form of the Gauss–Berezin integral. Consider the
integral∫

exp
{1
2

(
z ξ

)( A B
−Bt C

)(
zt

ξt

)
+ zαt + ξβt

}
×

× exp
{1
2

(
z ξ

)( K L
−Lt M

)(
z

ξ

)
+ zκ + ξλt

}
· e−zzt−ξξ

t

dz dz dξ dξ, (5.1)

where two matrices

(
A B
−Bt C

)
,

(
K L
−Lt M

)
have the same structure as in

Subsect. 4.7, row-vectors α, κ are even, the vectors β, λ are odd.
Since Cn ≃ R2n, this integral is a special case of the Gauss–Berezin integral.

We get

const · exp


1

2

(
α β κ λ

)
−A −B 1 0
Bt −C 0 1
1 0 −K −L
0 −1 Lt −M


−1

αt

βt

κt

λt


 , (5.2)

where the scalar factor is a hybrid of the Pfaffian and the Berezinian mentioned
above in Subsect. 4.8.

5.3. Integral operators. We write operators SFp,q(A)→ SFr,s(A) as

Af(z, ξ) =

∫
K(z, ξ;u, η) f(u, η) e−zzt−ηηt

du du dη dη. (5.3)

5.4. Linear and antilinear operators. We say that an operator A :
SFp,q(A)→ SFr,s(A) is linear if

A(f1 + f2) = Af1 +Af2, A(λf) = λAf, where λ is a phantom constant,

and antilinear if

A(f1 + f2) = Af1 +Af2, A(λf) = λσAf, where λ is a phantom constant,

30This convergence corresponds to a topology of inductive limit.
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the automorphism λ 7→ λσ. Clearly, the operators

Af(z, ξ) = ξjf(z, ξ), Bf(z, ξ) =
∂

∂ξj
f(z, ξ), Cf(z, ξ) = ajf(z, ξ)

are antilinear.

An integral operator (5.3) is linear if the kernel K(z, ξ, u, η) is an even func-
tion in the total collection of all Grassmann variables ξ, η, a, i.e..

K(z, ξ, u, η) = K(z,−ξ, u,−η)σ.

An operator (5.3) is antilinear if and only if the function K is odd.
Below we meet only linear and antilinear operators.

We define also the (antilinear) operator S of σ-conjugation,

S f(z, ξ) = fσ(z, ξ). (5.4)

Evidently,
S2f = f.

5.5. Gauss–Berezin vectors in the narrow sense. A Gauss–Berezin
vector (in the narrow sense) is a vector of the form

b

[
A B
−Bt C

]
= λ exp

{1
2

(
z ξ

)( A B
−Bt C

)(
zt

ξt

)}
, (5.5)

where A, B, C are as above, see Subsection 4.7.

Observation 5.1 b[·] ∈ SFp,q(A) if and only if ∥π↓(A)∥ < 1.

5.6. Gauss–Berezin operators in the narrow sense. A Gauss–Berezin
integral operator in the narrow sense is an integral operator

SFp,q(A)→ SFr,s(A),

whose kernel as a function in z1, . . . , zr, u1, . . . , up, ξ1, . . . , ξs, η1, ηq is a
Gauss–Berezin vector. Precisely, a Gauss–Berezin operator has the form

Bf(z, ξ) =

= λ ·
∫∫

exp


1

2

(
z ξ u η

)
A11 A12 A13 A14

A21 A22 A23 A24

A31 A32 A33 A34

A41 A42 A43 A44



zt

ξt

ut

ηt


 f(u, η)×

× e−ηηt−uut

du du dη dη, (5.6)

where λ is an even phantom constant, Aij is composed of even phantom con-
stants if (i + j) is even, otherwise Aij is composed of odd phantom constants.
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They also satisfy the natural symmetry conditions for a matrix of a quadratic
form in the variables z, ξ, u, η.

Remark. On the other hand, a Gauss–Berezin vector can be regarded as a
Gauss–Berezin operator SF0,0(A)→ SFp,q(A). ⊠

For Gauss–Berezin operators

B1 : SFp,q(A)→ SFp′,q′(A), B2 : SFp′,q′(A)→ SFp′′,q′′(A)

evaluation of their product is reduced to the Gauss–Berezin integral (5.1). For
operators in general position, we can apply formula (5.2). Evidently, in this case
the product is a Gauss–Berezin operator again. However, our final Theorem 9.4
avoids this calculation.

Also, considerations of Section 2 suggest an extension of the definition of
Gauss–Berezin operators.

5.7. General Gauss–Berezin operators. As above, we define first order
differential operators

D[ξj ]f :=
(
ξj +

∂

∂ξj

)
f.

If a function f is independent of ξj , then

D[ξj ]f = ξjf, D[ξj ]ξjf = f.

Evidently,

D[ξj ]
2 = 1, D[ξi]D[ξj ] = −D[ξj ]D[ξi], , i ̸= j.

The operators D[ξj ] are antilinear.

A Gauss–Berezin operator SFp,q(A)→ SFr,s(A) is an operator of the form

C = λD[ξi1 ] . . .D[ξik ]BD[ηm1
] . . .D[ηml

] · Sk+l, (5.7)

where the operator S is given by (5.4) and

— B is a Gauss –Berezin operator in the narrow sense;

— i1 < i2 < · · · < ik, m1 < m2 < · · · < ml, and k, l ⩾ 0;

— λ is an even invertible phantom constant.

Note that a Gauss–Berezin operator is linear.

Remark. We define the set of Gauss–Berezin operators as a union of 2p+q

sets. These sets are not disjoint. Actually, we get a supermanifold consisting
of two connected components (according to the parity of k + l). Each set (5.7)
is open and dense in the corresponding component. This will become obvious
below. ⊠

5.8. Operators π↓(B) and boundedness of Gauss–Berezin opera-
tors. Let K(z, ξ, u, η) be the kernel of a Gauss–Berezin operator. Then the
formula

Cf(z, ξ) =

∫
π↓

(
K(z, ξ;u, η)

)
f(u, η) e−zzt−ηηt

du du dη dη
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determines an integral operator

π↓(C) : Fp ⊗ Λq → Fr ⊗ Λs.

Evidently, this operator is a tensor product of a Gaussian operator

π+
↓ (C) : Fp → Fr

and a Berezin operator
π−
↓ (C) : Λq → Λs.

For instance, for an operator B given by the standard formula (5.6), we get the
Gaussian operator

π+
↓ (B)f(z) =

∫
Cn

exp
{1
2

(
z u

) [
π↓

(
A11 A13

A31 A33

)](
zt

ut

)}
f(z) e−zzt

dz dz

and the Berezin operator

π−
↓ (B)g(ξ) =

∫
exp
{1
2

(
ξ η

) [
π↓

(
A22 A24

A42 A44

)](
ξt

ηt

)}
g(ξ) e−ξξ

t

dξ dξ.

Next,
π±
↓ (C1C2) = π±

↓ (C1)π
±
↓ (C2). (5.8)

Observation 5.2 The Gauss–Berezin operator (5.6) is bounded in the sense of
Fock–Berezin spaces if and only if the operator π+

↓ (B) is bounded (i.e., satisfies
conditions of Theorem 3.4).

Proof. Only statement ’if’ requires a proof. A kernel of a Gauss–Berezin
operator has the form∑

I,J,K

exp
{1
2

(
z u

) [
π↓

(
A11 A13

A31 A33

)](
zt

ut

)}
PI,J,K(z, u)aIξJηK ,

where PI,J,K is a polynomial in z, u. Denote the quadratic form in the exponen-
tial by S(z) and decompose PI,J,K(z, u) as a sum of monomials. It is sufficient
to show that the following operators are bounded as operators SFp → SFr:∫ ∏

z
lj
j exp{S(z, u)}

∏
uki
i f(u) e−zz dλ(u).

Integrating by parts (see, e.g., [50], Subsect. V.3.5) we arrive at∏
z
lj
j ·
∫

exp{S(z, u)} ·
∏( ∂

∂ui

)ki

f(u) · e−zz dλ(u).

It remains to notice that partial differentiations and multiplications by linear
functions are bounded operators in the Fock-Schwartz spaces, see Theorem 3.11.
□

5.9. Products of Gauss–Berezin operators.
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Theorem 5.3 For each Gauss–Berezin operator

B1 : SFp,q(A)→ SFp′,q′(A), B2 : SFp′,q′(A)→ SFp′′,q′′(A),

their product B2B1 is either a Gauss–Berezin operator or

π↓(B2B1f) = 0 (5.9)

for all f .

Clearly, the condition (5.9) also is equivalent to π−
↓ (B2B1f) = 0.

For a proof, see Section 9. We also present an interpretation of the product
in terms of linear relations.

Remark. In the case (5.9) the kernel of the product has the form (4.12)
but it is not a Gauss–Berezin operator in our sense. Possibly, this requires to
change our definitions. ⊠

5.10. General Gauss–Berezin vectors. A Gauss–Berezin vector is a
vector of the form

D[ξi1 ] . . .D[ξik ]S
kb,

where b is a Gauss–Berezin vector in the narrow sense.

Remark. We write Sk as in (5.7). However, omitting this factor does not
change the definition. ⊠

6 Supergroups OSp(2p|2q)
Here we define a super-analogue of the groups O(2n,C) and Sp(2n,C). For a
general exposition of supergroups and super-Grassmannians, see books [8], [42],
[11], [12].

6.1. Modules Ap|q. Let

Ap|q := Ap ⊕Aq

be a direct sum of (p+q) copies of A. We regard elements of Ap|q as row-vectors

(v1, . . . , vp;w1, . . . , wq).

We define a structure ofA-bimodule onAp|q. The addition inAp|q is natural.
The left multiplication by λ ∈ A is also natural

λ ◦ (v1, . . . , vp;w1, . . . , wq) := (λv1, . . . , λvp;λw1, . . . , λwq).

The right multiplications by κ ∈ A is

(v1, . . . , vp;w1, . . . , wq) ∗ κ := (v1κ, . . . , vpκ;w1κσ, . . . , wqκσ),

where σ is the involution of A defined above.
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We define the even part of Ap|q as (Aeven)
p ⊕ (Aodd)

q and the odd part as
(Aodd)

p ⊕ (Aeven)
q.

6.2. Matrices. Denote by Mat(p|q;A) the space of (p+q)×(p+q) matrices
over A, we represent such matrices in the block form

Q =

(
A B
C D

)
.

We say that a matrix Q is even if all matrix elements of A, D are even and all
matrix elements of B, C are odd. A matrix is odd if elements of A, D are odd
and elements of B, C are even.

A matrix Q acts on the space Ap|q as

v → vQ.

Such transformations are compatible with the left A-module structure on Ap|q,
i.e.,

(λ ◦ v)Q = λ ◦ (vQ) for any λ ∈ A, v ∈ Ap|q.

However, even matrices also regard the right A-module structure,

(v ∗ λ)Q = (vQ) ∗ λ for any λ ∈ A, v ∈ Ap|q.

(we use the rule (4.2)).

6.3. Super-transposition. The supertranspose of Q is defined by

Qst =

(
A B
C D

)st

:=



(
At Ct

−Bt Dt

)
if Q is even,(

At −Ct

Bt Dt

)
if Q is odd,

and
(Q1 +Q2)

st := Qst
1 +Qst

2 .

The following identity holds

(QR)st =

{
RstQst if Q or R are even,

−RstQst if both R and Q are odd.
(6.1)

Below we use only the first row.

6.4. The supergroups GL(p|q;A). The group GL(p|q;A) is the group
of even invertible matrices in Mat(p|q;A). The following lemma is trivial.

Lemma 6.1 An even matrix Q ∈ Mat(p|q;A) is invertible

a) if and only if the matrices A, D are invertible;

b) if and only if the matrices π↓(A), π↓(D) are invertible.
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Here π↓(A) denotes the matrix composed of elements π↓(akl).
Also, the map Q 7→ π↓(Q) is a well-defined epimorphism

π↓ : GL(p|q;A)→ GL(p,C)×GL(q,C)

(because π↓(B) = 0, π↓(D) = 0).

6.5. The supergroup OSp(2p|2q;A). We define the standard orthosym-
plectic form on A2p|2q by

s(u, v) := uJvst,

where J is a block (p+ p+ q + q)× (p+ p+ q + q) matrix

J :=
1

2


0 1p 0 0
−1p 0 0 0
0 0 0 1q
0 0 1q 0

 . (6.2)

The group OSp(2p|2q;A) is the subgroup in GL(2p|2q;A) consisting of matrices
g satisfying

s(u, v) = s(ug, vg).

Equivalently,
gJgst = J

(for this conclusion, we use (6.1); since g ∈ GL(p|q;A) is even, a sign does not
appear).

We also write elements of OSp(2p|2q;A) as block (2p + 2q)-matrices g =(
A B
C D

)
. For such matrix, we have

π↓(A)

(
0 1p
−1p 0

)
π↓(A)t =

(
0 1p
−1p 0

)
, i.e., π↓(A) ∈ Sp(2n,C);

π↓(D)

(
0 1q
1q 0

)
π↓(D)t =

(
0 1q
1q 0

)
, i.e., π↓(D) ∈ O(2n,C).

6.6. The super-Olshanski semigroup ΓOSp(2p|2q;A). We define the
semigroup ΓOSp(2p|2q;A) as a subsemigroup in OSp(2p|2q;A) consisting of

matrices g =

(
A B
C D

)
such that π↓(A) is contained in the Olshanski semigroup

ΓSp(2p,R), see Subsection 3.10.

7 Super-Grassmannians

This section is a preparation to the definition of super-linear relations.

7.1. Super-Grassmannians. Let u1,. . . , ur be even vectors and v1,. . . ,
vs be odd vectors in Ap|q. We suppose that

— π↓(uj) ∈ (Cp ⊕ 0) are linearly independent,

40



— π↓(vk) ∈ (0⊕ Cq) are linearly independent.

A supersubspace of superdimension r|s is a left A-module generated by such
vectors. Subspaces also are right A-submodules.

We define the super-Grassmannian Gr
r|s
p|q(A) as the space of all supersub-

spaces in Ap|q of superdimension r|s.
By the definition, the map π↓ projects Gr

r|s
p|q(A) to the product Grrp × Grsq

of the usual complex Grassmannians. We denote by π±
↓ the natural projections

π+
↓ : Gr

r|s
p|q(A)→ Grrp, π−

↓ : Gr
r|s
p|q(A)→ Grsq.

7.2. Intersections of subspaces. Let us examine superdimensions of
intersections of subspaces.

Lemma 7.1 Let L be a subspace of superdimension r|s in Ap|q, M be a subspace
of superdimension ρ|σ. Let the following transversality conditions hold

π+
↓ (L) + π+

↓ (M) = Cp, π−
↓ (L) + π−

↓ (M) = Cq. (7.1)

Then L ∩M is a subspace and its superdimension is (r + ρ− p)|(s+ σ − q).

Remark. If the transversality conditions are not satisfied, then incidentally
L ∩M is not a subspace. For instance, consider A1|1 with a basis e1, e2 and
subspaces

L := A(e1 + a1e2), M := A · e1.

Then L ∩M = Aa1e1 is not a subspace. ⊠

Proof. Denote by I ⊂ A the ideal spanned by all aj , i.e., A/I = C.
It is easy to see that

L+M = Ap|q. (7.2)

Indeed, denote by e1, . . . , ep, ep+1, . . . , ep+q the standard basis in Cp ⊕ Cq.
Then for each k the submodule L+M contains a vector of the form

Ek = ek +
∑
J ̸=∅

∑
m

xk,m,Ja
Jem,

where xk,m,J ∈ C. Actually, only a finite number of nonzero constants aj are
contained in this expression. Without loss of generality, we can assume that this
set is a1, . . . , aN . Then L + M contains all vectors a1 . . . aNEk = a1 . . . aNek
and therefore L+M ⊃ a1 . . . aN · Cp ⊕ Cq. Next, for each l

a1 . . . al−1al+1 . . . aN Ek − a1 . . . al−1al+1 . . . aN ek ∈ a1 . . . aN · Cp ⊕ Cq.

Therefore, a1 . . . al−1al+1 . . . aN ·Cp ⊕Cq ⊂ L+M . Repeating this process, we
get Cp ⊕ Cq ⊂ L+M and this implies (7.2).
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Let v ∈ π+
↓ (L) ∩ π+

↓ (M). Choose x ∈ L, y ∈ M such that π↓(x) = v,

π↓(y) = v. Then x− y ∈ I · Ap|q. However, I ·L+ I ·M = I · Ap|q, therefore we
can represent

x− y = a− b, where a ∈ I · L, b ∈ I ·M.

Then
(x− a) ∈ L, (y − b) ∈M, π↓(x− a) = v = π↓(y − b).

Thus, for any vector v ∈ π+
↓ (L) ∩ π+

↓ (M), there is a vector v∗ ∈ L ∩M such

that π↓(v
∗) = v. The same is valid for vectors w ∈ π−

↓ (L) ∩ π−
↓ (M).

Therefore, L ∩M contains a supersubspace of desired superdimension gen-
erated by vectors v∗, w∗. It remains to show that there are no extra vectors in
the intersection.

Now, let us vary a phantom algebra A. If A is an algebra in a finite number
of Grassmann constants a1,. . . , an, then this completes a proof, since (7.2) gives
the same superdimension of the intersection over C.

Otherwise, we choose a basis in L and a basis in M . Expressions for basis
vectors contain only a finite number of Grassmann constants a1, . . . , ak. After
this, we apply the same reasoning to algebras A[l] generated by Grassmann
constants a1, . . . , al for all l ⩾ k and observe that L∩M does not contain extra
vectors. □

7.3. Atlas on the super-Grassmannian. Define an atlas on the super-

Grassmannian Gr
r|s
p|q(A) as usual. Namely, consider the following complemen-

tary subspaces

V+ := (Ar ⊕ 0)⊕ (As ⊕ 0) V− := (0⊕Ap−r)⊕ (0⊕Aq−s)

in Ap|q. Let S : V+ → V− be an even operator. Then its graph is an element of
the super-Grassmannian.

Permuting coordinates in Ap and Aq, we get an atlas that covers the whole

super-Grassmannian Gr
r|s
p|q(A).

7.4. Lagrangian super-Grassmannians. Now, equip the space A2p|2q

with the orthosymplectic form s as above. We say that a subspace L is isotropic
if the form s is zero on L. A Lagrangian subspace L is an isotropic subspace of
the maximal possible superdimension, i.e., dimL = p|q.

Observation 7.2 Let L be a super-Lagrangian subspace. Then

— π+
↓ (L) is Lagrangian subspace in C2p with respect to the skew-symmetric

bilinear form

(
0 1
−1 0

)
;

— π−
↓ (L) is a Lagrangian subspace in C2q with respect to the symmetric

bilinear form

(
0 1
1 0

)
.
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7.5. Coordinates on Lagrangian super-Grassmannian. Consider the
following complementary Lagrangian subspaces

V+ := (Ap ⊕ 0)⊕ (Aq ⊕ 0), V− := (0⊕Ap)⊕ (0⊕Aq). (7.3)

Proposition 7.3 Consider an even operator S : V+ → V−,

S =

(
A B
C D

)
.

The graph of S is a Lagrangian subspace if and only if

A = At, D = −Dt, C +Bt = 0. (7.4)

Remark. This statement is a super-imitation of Lemma 2.11. ⊠

Proof. We write out a vector h ∈ A2p|2q as

h = (u+, u−; v+, v−) ∈ Ap ⊕Ap ⊕Aq ⊕Aq.

Then
s(h′, h) = u′

+ (u−)
st − u′

− (u+)
st + v′+ (v−)

st + v′− (v+)
st.

Let h be in the graph of S. Then

(
u− v−

)
=
(
u+ v+

)(A B
C D

)
=
(
u+A+ v+C u+B + v+D

)
and

s(h′, h) = u′
+(u+A+ v+C)st − (u′

+A+ v′+C)ust
++

+ v′+(u+B + v+D)st + (u′
+B + v′+D)vst+ .

Observe that the matrices A, B, C, D are even31; for this reason, we write
(u+A)st = Ast(u+)

st etc., see (6.1). We arrive at

u′
+

[
Ast(u+)

st + Cst(v+)
st
]
−
[
(u′

+A+ v′+C
]
ust
++

+ v′+
[
Bst(u+)

st +Dst(v+)
st
]
+
[
u′
+B + v′+D

]
vst+ .

Next,
Ast = At, Bst = −Bt, Cst = Ct, Dst = Dt.

Therefore, we convert our expression to the form

u′
+(A−At)(u+)

st + v′+(D +Dt)(v+)
st + (u′

+)(B
t + C)vst+ + (v+)(B + Ct)ust

+ .

This expression is zero if and only if the conditions (7.4) are satisfied. □

31Recall that this means that A, D are composed of even phantom constants and C, B of
odd phantom constants.
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7.6. Atlas on the Lagrangian super-Grassmannian. Now we imitate
the construction of Subsection 2.21.

Consider the standard basis inA2p|2q consisting of vectors, whose coordinates
are 0 except one unit. Denote elements of this basis by

e1, . . . , ep; e
′
1, . . . , e

′
p; f1, . . . , fq; f

′
1, . . . , f

′
q.

In this basis, the matrix of the orthosymplectic form is (6.2). Consider subsets
I ⊂ {1, 2, . . . , p}, J ⊂ {1, 2, . . . , q}.

We define

V+[I, J ] =
(
⊕i∈IAei

)
⊕
(
⊕k/∈IAe′k

)
⊕
(
⊕j∈JAfj

)
⊕
(
⊕l/∈JAf ′

l

)
, (7.5)

V−[I, J ] =
(
⊕i/∈IAei

)
⊕
(
⊕k∈IAe′k

)
⊕
(
⊕j /∈JAfj

)
⊕
(
⊕l∈JAf ′

l

)
. (7.6)

We denote by O[I, J ] the set of all the Lagrangian subspaces that are graphs of
even operators

S : V+[I, J ]→ V−[I, J ].

In fact, these operators satisfy the same conditions as in Proposition 7.3 (our
initial chart is O[∅,∅]). Thus, we get an atlas on the Lagrangian super-
Grassmannian.

7.7. Elementary reflections. Now we repeat considerations of Subsection
2.22. We define elementary reflections σ[ei], σ[fj ] in A2p|2q by

σ[ei] e
+
i = −e−i , σ[ei] e

−
i = e+i ,

σ[ei] e
±
k = e±k for k ̸= i, σ[ei] f

±
j = f±

j ,

and

σ[fj ] f
+
j = f−

j , σ[fj ] f
−
j = f+

j , (7.7)

σ[fi] f
±
k = e±k for k ̸= j, σ[fj ] e

±
i = e±i , (7.8)

in the first row, we have an extra change of a sign because we want to preserve
the symplectic form. Then

O[I, J ] =
∏
i∈I

σ[ei] ·
∏
j∈J

σ[fj ] · O[∅,∅].

8 Superlinear relations

Gauss–Berezin integral operators are enumerated by contractive Lagrangian
super-linear relations. These objects are defined in this section.

8.1. Superlinear relations. We define super-linear relations P : Ap|q ⇒
Ar|s as subspaces in Ap|q ⊕Ar|s. Products are defined as above, see Subsection
2.16.
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Next, for a superlinear relation we define complex linear relations

π+
↓ (P ) : Cp ⇒ Cr, π−

↓ (P ) : Cq ⇒ Cs

in the natural way, we simply project the super-Grassmannian in Ap|q ⊕ Ar|s

onto the product of the complex Grassmannians.

8.2. Transversality conditions. Let V , W , Y be complex linear spaces.
We say that linear relations

P : V ⇒ W, Q : W ⇒ Y

are transversal if

imP + domQ = W, (8.1)

indef P ∩ kerQ = 0. (8.2)

We met these conditions in Section 2, in what follows they are even more
important.

Theorem 8.1 If P : V ⇒ W , Q : W ⇒ Y are transversal, then

dimQP = dimQ+ dimP − dimW.

Proof. We rephrase the definition of the product QP as follows (see [50],
Prop. II.7.1). Consider the space V ⊕W ⊕W ⊕ Y and the following subspaces

— P ⊕Q,

— the subspace H consisting of vectors v ⊕ w ⊕ w ⊕ y,

— the subspace T ⊂ H consisting of vectors 0⊕ w ⊕ w ⊕ 0.

Let us project (P ⊕Q)∩H on V ⊕W along T . The result is QP ⊂ V ⊕W .
By the first transversality condition (8.1),

(P ⊕Q) +H = V ⊕W ⊕W ⊕ Y,

therefore we know the superdimension of the intersection S := (P ⊕Q) ∩H.

By the second condition (8.2) the projection H → V ⊕W is injective on S.
□

8.3. Transversality for super-linear relations. We say that super-linear
relations P : V ⇒ W and Q : W ⇒ Y are transversal if π+

↓ (P ) is transversal to

π+
↓ (Q) and π−

↓ (P ) is transversal to π−
↓ (Q).

Theorem 8.2 If P : V ⇒ W , Q : W ⇒ Y are transversal super-linear rela-
tions, then their product is a super-linear relation and

dimQP = dimQ+ dimP − dimW.
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Proof. We follow the proof of the previous theorem. □

8.4. Lagrangian super-linear relations. Consider the spaces V =
A2p|2q, W = A2r|2s endowed with the orthosymplectic forms sV , sW , respec-
tively. Define the form s⊖ on V ⊕W as

s⊖(v ⊕ w, v′ ⊕ w′) := sV (v, v
′)− sW (w,w′).

A Lagrangian super-linear relation P : V ⇒ W is a Lagrangian supersubspace
in V ⊕W .

Observation 8.3 Let g ∈ OSp(2p|2q;A). Then the graph of g is a Lagrangian
super-linear relation A2p|2q ⇒ A2p|2q.

Theorem 8.4 Let P : V ⇒ W , Q : W ⇒ Y be transversal Lagrangian super-
linear relations. Then QP : V ⇒ Y is a Lagrangian super-linear relation.

Proof. Let v ⊕ w, v′ ⊕ w′ ∈ P and w ⊕ y, w′ ⊕ y′ ∈ Q. By definition,

sV (v, v
′) = sW (w,w′) = sY (y, y

′),

therefore QP is isotropic. By the virtue of Theorem 8.2, we know dimQP . □

8.5. Components of Lagrangian super-Grassmannian. As we ob-
served in Subsection 2.23, the orthogonal Lagrangian Grassmannian in the space
C2n consists of two components. The usual symplectic Lagrangian Grassman-
nian is connected. Therefore, the Lagrangian super-Grassmannian consists of
two components.

Below we must distinguish them.
Decompose V = V+ ⊕ V−, W = W+ ⊕W− as above (7.3). We say that the

component containing the linear relation

(V+ ⊕W−) : V ⇒ W

is even; the other component is odd.

8.6. Contractive Lagrangian linear relations. Now, we again (see
Section 3) consider the Hermitian form M on C2p, it is defined by a matrix(
1p 0
0 −1p

)
. Then C2p becomes an object of the category Sp.

We say that a Lagrangian super-linear relation P : V ⇒ W is contractive if
π+
↓ (P ) is a morphism of the category Sp.

8.7. Positive domain in the Lagrangian super-Grassmannian. We
say that a Lagrangian subspace P in C2p|2q is positive if the form M defined in
the prevous subsection is positive on π+

↓ (P ).
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9 Correspondence between
Lagrangian superlinear relations
and Gauss–Berezin operators

Here we prove our main results, namely Theorems 9.3, 9.4.

9.1. Creation–annihilation operators. Let V := A2p|2q be a superlinear
space endowed with the orthosymplectic bilinear form s defined by the matrix
(6.2). For a vector

v ⊕ w := v+ ⊕ v− ⊕ w+ ⊕ w− ∈ A2p|2q,

we define the creation-annihilation operator in the Fock–Berezin space SFp,q(A)
by

â(v ⊕ w)f(z, ξ) =
(∑

i

v
(i)
+

∂

∂zi
+
∑
i

v
(i)
− zi +

∑
j

w
(j)
+

∂

∂ξi
+
∑
j

w
(j)
− ξj

)
f(z, ξ).

9.2. Supercommutator. We say that a vector v ⊕ w is even if v is even
and w is odd. It is odd if v is odd and w is even. This corresponds to the
definition of even/odd for (1|0)× (2p|2q) matrices. Let h = v⊕w, h′ = v′⊕w′.
We define the supercommutator [â(h), â(h′)]s as

[â(h), â(h′)]s =

{
[â(h), â(h′)] = â(h)â(h′)− â(h′)â(h) if h or h′ is even,

{â(h), â(h′)} = â(h)â(h′) + â(h′)â(h) if h, h′ are odd.

Then
[â(h), â(h′)]s = s(h, h′) · 1,

where 1 denotes the unit operator.

Also, note that an operator â(h) is linear (see Subsection 5.4) if h is even
and antilinear if h is odd.

9.3. Annihilators of Gaussian vectors.

Theorem 9.1 a) For a Gauss–Berezin vector b ∈ SFp,q(A) consider the set L
of all vectors h ∈ A2p|2q such that

â(h)b = 0.

Then L is a positive Lagrangian subspace in A2p|2q.

b) Moreover, the map b 7→ L is a bijection{
The set of all Gauss–Berezin vectors
defined up to an invertible scalar

}
↔
{

The positive
Lagrangian Grassmannian

}
.
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Before we begin a formal proof we propose the following (insufficient, but
clarifying) argument. Let h, h′ ∈ L. If one of them is even, then we write(

â(h)â(h′)− â(h′)â(h)
)
b.

By the definition of L, this is 0. On the other hand, this is s(h, h′)b. Therefore,
s(h, h′) = 0.

If both h, h′ are odd, then we write

0 =
(
â(h)â(h′) + â(h′)â(h)

)
b = s(h, h′)b

and arrive at the same result.

Proof. First, let b(z, ξ) have the standard form (5.5). We write out

â(v ⊕ w)b(z, ξ) =
(∑

i

v
(i)
+

∂

∂zi
+
∑
i

v
(i)
− zi +

∑
j

w
(j)
+

∂

∂ξi
+
∑
j

w
(j)
− ξj

)
×

× exp
{1
2

(
z ξ

)( A B
−Bt C

)(
zt

ξt

)}
=

=
(
v+(Axt +Bξt) + v−z

t + w+(−Btzt + Cξt) + w−ξ
t
)
· b(z, ξ) =

=
(
(v+A− w+B

t + v−)z
t + (v+B + w+D + w−)ξ

t
)
· b(z, ξ).

This is zero if and only if{
v− = −(v+A− w+B

t)

w− = −(v+B + w+D)
.

However, this system of equations determines a Lagrangian subspace. The pos-
itivity of a Lagrangian subspace is equivalent to ∥π↓(A)∥ < 1 (see, for instance
[53]).

Next, consider an arbitrary Gauss–Berezin vector

b(z, ξ) = D[ξi1 ] . . .D[ξik ]S
k b[T ], (9.1)

where b[T ] is a standard Gauss–Berezin vector. We have

â
(
h)D[ξ1]S = D[ξ1]S â

(
σ[f1]h

)
, (9.2)

where σ[f1] is an elementary reflection given by (7.7)–(7.8).
If h ranges in a Lagrangian subspace, then σ[f1]h also ranges in (another)

Lagrangian subspace. Also, a map σ[f1] takes positive subspaces to positive
subspaces. Therefore, the statements a) for vectors

D[ξi1 ]D[ξi2 ] . . .D[ξik ]S
k b[T ] and D[ξi2 ] . . .D[ξik ]S

k−1 b[T ].

are equivalent.
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In fact, for fixed i1, . . . , ik, all vectors of the form (9.1) correspond to a fixed
chart in the Lagrangian super-Grassmannian, namely to

σ[fi1 ] · · ·σ[fik ] · O[∅,∅]

in notation of Subsection 7.7.
But these charts cover the set of all positive Lagrangian subspaces. □

Theorem 9.2 For a positive Lagrangian subspace L ⊂ A2p|2q, consider the
system of equations

â(v ⊕ w)f(z, ξ) = 0 for all v ⊕ w ∈ L, (9.3)

for a function f(z, ξ). All its solutions are of the form λb(z, ξ), where b(z, ξ) is
a Gauss–Berezin vector and λ is a phantom constant.

Proof. It suffices to prove the statement for L in the principal chart. Put

φ(z, ξ) := f(z, ξ)/b(z, ξ),

i.e.,
f(z, ξ) = b(z, ξ) · φ(z, ξ).

By the Leibniz rule,

0 = â(v ⊕ w)
(
b(z, ξ)φ(z, ξ)

)
=

=
(
â(v ⊕ w)b(z, ξ)

)
· φ(x, ξ) + b(z, ξ) ·

(∑
j

v
(j)
+

∂

∂zi
+
∑
j

w
(j)
+

∂

∂ξi

)
.φ(z, ξ)

The first summand is zero by the definition of b(z, ξ). Since v+, w+ are
arbitrary, we get

∂

∂zi
φ(z, ξ) = 0,

∂

∂ξi
φ(z, ξ) = 0.

Therefore, φ(z, ξ) is a phantom constant. □

9.4. Gauss–Berezin operators and superlinear relations. Let V =
A2p|2q, Ṽ = A2r|2s be (super)spaces endowed with orthosymplectic forms.

Theorem 9.3 a) For each contractive Lagrangian superlinear relation P : V ⇒
Ṽ there exists a linear operator

B(P ) : SFp,q(A)→ SFr,s(A)

such that

1) The following condition is satisfied

â(h̃)B(P ) = B(P ) â(h) for all h⊕ h̃ ∈ P .
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2) If P is in the even component of Lagrangian super-Grassmannian, then
B(P ) is an integral operator with an even32 kernel. If P is in the odd component,
then B(P )S is an integral operator with an odd kernel.

Moreover, this operator is unique up to a scalar factor ∈ Aeven.

b) The operators B(P ) are Gauss–Berezin operators and all Gauss–Berezin
operators arise in this way.

Proof. Let us write differential equations for the kernel K(z, ξ, y, η) of the
operator B(P ). Denote

h = v+ ⊕ v− ⊕ w+ ⊕ w−, h̃ = ṽ+ ⊕ ṽ− ⊕ w̃+ ⊕ w̃−.

Then

â(h̃)

∫
K(z, ξ, y, η) f(y, η) e−yyt−ηηt

dy dy dη dη =

=

∫
K(z, ξ, y, η) â(h)f(y, η) e−yyt−ηηt

dy dy dηdη.

Let P be even. Integrating by parts in the right-hand side, we get:(∑
i

ṽ
(i)
+

∂

∂zi
+
∑
i

ṽ
(i)
− zi +

∑
j

w̃
(j)
+

∂

∂ξi
+
∑
j

w̃
(j)
− ξj

)
K(z, ξ, y, η) =

=
(∑

i

v
(i)
+ yi +

∑
i

v
(i)
−

∂

∂yi
+
∑
j

w
(j)
+ ηj +

∑
j

w
(j)
−

∂

∂ηi

)
K(z, ξ, y, η).

This system of equations has the form (9.3) and determines a Gaussian.

Evenness condition was essentially used in this calculation. For instance for

an odd kernel K we must write (v
(i)
+ )σ instead of v

(i)
+ in the right hand side.

Now, let P be odd. Let us try to represent B(P ) as a product

B(P ) = C ·D[η1] · S.

Let L be the kernel of C.

â(h̃)

∫
L(z, ξ, y, η)D[η1] · S · f(y, η) e−yyt−ηηt

dy dy dη dη =

=

∫
L(z, ξ, y, η)D[η1] · S · â(h)f(y, η) e−yyt−ηηt

dy dy dηdη.

Next, we change the order

D[η1] Sâ(v) = â(σ(f1)v)D[η1]S,

where σ is an elementary reflection of the type (7.7)–(7.8).
We again get for L a system of equations determining a Gaussian. □

9.5. Products of Gauss–Berezin operators.

32see Subsection 5.4.
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Theorem 9.4 a) Let P : Ap|q ⇒ Ap′|q′ , Q : Ap′|q′ ⇒ Ap′′|q′′ be contractive
Lagrangian relations. Assume that P , Q are transversal. Then

B(Q)B(P ) = λ ·B(QP ), (9.4)

where λ = λ(P,Q) is an even invertible phantom constant.

b) If P , Q are not transversal, then

π↓
(
B(Q)B(P )

)
= 0.

Proof. Let v ⊕ w ∈ P , w ⊕ y ∈ Q. Then

B(Q)B(P )â(v) = B(Q)â(w)B(P ) = â(y)B(Q)B(P ).

On the other hand,
â(y)B(QP ) = B(QP )â(v).

By Theorem 9.3, these relations define a unique operator and we get (9.4).

It remains to verify conditions of vanishing of

π↓
(
B(Q)B(P )

)
: Fp ⊗ Λq → Fp′′ ⊗ Λq′′ .

Here we refer to Subsection 5.8. Our operator is a tensor product of

π+
↓
(
B(Q)

)
π+
↓
(
B(P )

)
: Fp → Fp′′ (9.5)

and
π−
↓
(
B(Q)

)
π−
↓
(
B(P )

)
: Λq → Λq′′ . (9.6)

The operator (9.5) is a product of Gaussian integral operators. By Theorem
3.5, it is nonzero.

The operator (9.6) is a product of Berezin operators. It is nonzero if and
only if π−

↓ (P ) and π−
↓ (Q) are transversal, here we refer to Theorem 2.16.c. □

Corollary 9.5 For an element g of the Olshanski supersemigroup ΓOSp(2p|2q;A)
(see Subsect. 6.6) denote its graph by graph(g). Then B(P (g)) determines a
projective representation of ΓOSp(2p|2q;A) over A,

B(graph(g1))B(graph(g2)) = λ(g1, g2)B(graph(g1g2)),

where λ(g1, g2) is an invertible element of A.

Denote by G(2p|2q;A) the group of invertible elements of Olshanski super-
semigroup. It is easy to see that G(2p|2q;A) consists of all g ∈ OSp(2p|2q;A)
such that π↓(g) ∈ Sp(2q,R)×O(2p,C)33.

Corollary 9.6 The map g 7→ B(graph(g1)) determines a projective represen-
tation of the group G(2p|2qlA) over A.

33In Sp(2q,R)×O(2p,C), we have a product of a real Lie group and a complex Lie group, so
it is not a real form (on real forms, see [63], [20]). Moreover, G(2p|2q;A) is not a supergroup
in the sense of the usual definitions [9], [18], [12], [42], [11] (because there are no intermediate
Lie superalgebras between osp(2p|2q,R) and osp(2p|2q,C)). However, G(2p|2q;A′) depends
functorially on algebras A′ described in Subsection 4.2.
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10 Final remarks

10.1. Extension of notion of Gaussian operators? Our main result seems
incomplete, since Theorem 9.4 describes product of integral operators only if
superlinear relations are transversal. However, a product of integral operators
can be written explicitly in all cases (see Subsection 4.12). We arrive at the
following question:

Question 10.1 a) Is it possible to extend the definitions of Gaussian operators
and Lagrangian superlinear relations to make the formula (9.4) valid for all P ,
Q?

b) Is it reasonable to consider the expressions (4.12) as Gaussians?

10.2. The infinite-dimensional orthosymplectic supergroup. Recall
that constructions of orthogonal and symplectic spinors described in Sect. 2–3
survive well in the infinite-dimensional limit, [50], Chapters IV, VI. However,
there remain gaps between sufficient and necessary conditions for boundedness
of Gaussian operators in the bosonic Fock spaces with infinite number of degrees
of freedom (see [50], Sect. VI.3-4, [57]) and similar gaps in fermionic case (see
[50], Sect. IV.2). On the other hand, even for finite-dimensional supergroups
’unitary representations’ are realized by unbounded operators in super-Hilbert
spaces (for instance, for orthosymplectic spinors discussed in this work).

Question 10.2 Find natural topologies in Fock–Berezin space F∞,∞(A) with
infinite number of variables z1, z2, . . . , ξ1, ξ2, . . . and conditions of boundedness
of Gauss–Berezin operators.

Such topologies can depend on further applications. See, for instance, the
next subsection, a straightforward repetition of our definition of SFp,q does not
work in that situation.

10.3. The super-Virasoro algebras. It is well-known that highest weight
representations of the Virasoro algebra appear in a natural way as restrictions
of infinite-dimensional Weil representation and infinite-dimensional spinor rep-
resentation to the Lie algebra of vector fields on the circle, see [61], [46], for
more details, see [50], Chapter VII. Let us explain that a similar phenomenon
takes place for super-Virasoro algebras and ortho-symplectic spinors.

Consider the circle S1 with the coordinate φ ∈ R/2πZ, denote by C∞
+ (S1)

(resp., C∞
− (S1)) the space of smooth complex functions on S1 such that f(φ+

π) = f(φ) (resp., f(φ+ π) = −f(φ)). Let us denote by f(φ)(dφ)λ densities of
weight λ on the circle, dφ = (dφ)1, d

dφ = (dφ)−1. Recall that vector fields act
on densities by

a(φ)
d

dφ

(
f(φ)(dφ)λ

)
=
(
a(φ)f ′(φ) + λa′(φ)f(φ)

)
(dφ)λ.

Then, dφ = (dφ)1, ∂/∂φ = (dφ)−1.
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Consider a ’super-Witt’ Lie superalgebra sw− (see Kirillov [37]), whose ele-
ments are

a(φ)
d

dφ
⊕ b(φ)(dφ)−1/2, a ∈ C∞

+ (S1), b ∈ C∞
− (S1), (10.1)

the first summand has parity 0, the second summand parity 1. The supercom-
mutator is defined as follows:

— supercommutator of vector fields is the usual commutator;

— supercommutator of a vector field and a density is the natural action of
vector fields on densities of weight −1/2;

— the anticommutator of densities b1(φ)(dφ)
−1/2, b2(φ)(dφ)

−1/2 is the prod-
uct 2b1(φ)b2(φ)

d
dφ .

This supercommutator is a ’natural differential geometric operation34, i.e.,
it is invariant with respect to the action of the group of diffeomorphisms r of
S1 satisfying r(φ+ π) = r(φ) + π.

Consider the superlinear space35 W := W0 ⊕W1 consisting of

f(φ) ⊕ g(φ)(dφ)1/2, f ∈ C∞
+ (S1)/C, g ∈ C∞

− (S1). (10.2)

We equip W with the orthosymplectic form by{
f1(φ) ⊕ g1(φ)(dφ)

1/2, f2(φ) ⊕ g2(φ)(dφ)
1/2
}
=

=
1

4

∫
S1

(f1df2 − f2df1) +

∫
S1

g1g2 dφ.

Notice, that the element 1 ⊕ 0 is contained in the kernel of this form and we
really get a form on the quotient W := (C∞

+ (S1)/C)⊕C∞
− (S1). Next, we define

the inner product on W by〈∑
pne

2inφ⊕
∑

qne
(2n+1)φ(dφ)1/2,

∑
p′ne

2inφ⊕
∑

q′ne
(2n+1)φ(dφ)1/2

〉
:=

=
∑
|n| pnp′n +

∑
qnq′n.

The superalgebra sw− acts in the space W as follows. Vector fields act in
W0 ⊕W1 in a natural way.

a(φ)
d

dφ

(
f(φ)⊕ g(φ)dφ1/2

)
= a(φ)f ′(φ)⊕

(
a(φ)b′(φ) + 1

2a
′(φ)b(φ)

)
(dφ)1/2.

An element 0⊕ b(φ)(dφ)−1/2 acts as

f(φ)⊕ g(φ) 7→ b(φ)g(φ) ⊕ b(φ)f ′(φ)(dφ)1/2 =

= b(φ)(dφ)−1/2 · g(φ)(dφ)1/2 ⊕ df(φ) · b(φ)(dφ)−1/2.

34On natural differential operations, see, e. g., [38], [27], [28].
35Cf. constructions for Virasoro algebra and the group of diffeomorphisms of circle in [50],

Subsect.VII.2.2-2.3, 2.5, VII.3, Sect. VII.3, VIII.6.
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Again, this action is a ’natural differential geometric operation’.
In this way, we get an embedding of sw− to an infinite-dimensional Lie

superalgebra osp(2∞|2∞). Next, we apply the infinitesimal version of the or-
thosymplectic spinors setting p = ∞, q = ∞ in the notation Subsect. 1.1 and
assuming even variables xj be complex. We arrive at a projective representation
of the Lie superalgebra sw− in a tensor product of the bosonic and fermionic
Fock spaces with infinite number degrees of freedom. Its restriction to the Lie
superalgebra sw− also is a projective representation. The corresponding cen-
tral extension is the Neveu–Schwarz super-Virasoro algebra. For formulas for
operators, see, e.g., [25], Subsect. 4.2.2.

Remark. The Ramond super-Virasoro algebra arises in a similar way:
in (10.1) we assume a, b ∈ C∞(S1) and get another ’super-Witt’ algebra
sw+. Next, in (10.2) we assume f , g ∈ C∞(S1). Repeating the construc-
tion above we get an embedding of sw+ to an infinite-dimensional Lie super-
algebra osp(2∞|2∞ + 1), a construction of the spinor representation for this
algebra must be slightly modified (cf. [50], Subsect. III.3.4, VII.3.4). We get a
projective representation of sw+ or a linear representation of the Ramond Lie
superalgebra. ⊠

Question 10.3 a) Integrate these representations of the Neveu–Schwarz and
Ramond algebras to actions of the corresponding supergroups by Gauss–Berezin
operators.

b) Extend highest weight representations of the Ramond and Neveu–Schwarz
supergroups to complex semigroups as in [49], [50], Sect. VII.4-5.

In this context, it is more natural to consider a more general family of super-
Virasoro algebras, see [33], [28].

10.4. ’Unitary representations’ of supergroups. The Howe duality
for orthosymplectic spinors exists and it was a subject of numerous works, e.g.,
[54], [15], [14], [41], [16]. In particular, this automatically produces many rep-
resentations of supergroups, which can be extended to Grassmannians.

As far as I know, a notion of a unitary representation of a Lie supergroup
is commonly recognized. Consider a finite-dimensional real Lie superalgebra
g = g0⊕ g1, let G0 be the Lie group, corresponding to g0. We consider a super-
Hilbert space H = H0⊕H1 and a representation of g such that the action of g0
corresponds to a unitary representation of G0, and for each X ∈ g1 the operator
4
√
−1X is self-adjoint.
Under these conditions, for each X ∈ g1 = ( 4

√
−1X)2 the operator

√
−1X2

is positive (semi)definite. On the other hand, X2 = 1
2 [X,X]s is a generator of

g0. In unitary representations, generators of Lie algebras rarely have spectra
supported by a semi-axis. This places strong constrains on the Lie algebra g0
and its representation τ in H. In the semi-simple case this implies (see [55])
that τ is an element of Harish-Chandra [29] highest weight holomorphic series.
In, particular, few semisimple real supergroups have non-trivial unitary repre-
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sentations in this sense36. This was observed at least in works by Furutsu and
Nishiyama [23], [24]. Such ’unitary representations’ of superalgebras are nice
counterparts of the Harish-Chandra holomorphic series and admit explicit clas-
sification (Jakobsen [31]), which is a counterpart of the Howe–Enright–Wallach
classification of unitary highest weight representations.

Conjecture 10.4 Any unitary representation of a classical Lie supergroup ad-
mits an extension to a certain domain in a certain Grassmanian as in our
Theorems 9.3–9.4.
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T, Soc. Math. France, Paris, 2018.

[53] Neretin Yu. A. Lectures on Gaussian integral operators and classical groups,
European Math. Soc., 2011.

58



[54] Nishiyama K. Super dual pairs and highest weight modules of orthosym-
plectic algebras. Adv.Math., 104 (1994), 66–89.

[55] Olshanski G. I. Invariant cones in Lie algebras, Lie semigroups and the
holomorphic discrete series. Functional Anal. Appl. 15:4 (1981), 275–285.

[56] Olshanski G. I. Unitary representations of infinite-dimensional pairs (G,K)
and the formalism of R. Howe. In Representation of Lie groups and related
topics (eds. A. M. Vershik, D. P. Zhelobenko), 269–463, Gordon and Breach,
New York, 1990.

[57] Olshanski G. I. The Weil representation and the norms of Gaussian oper-
ators. Funct. Anal. Appl. 28:1 (1994), 42–54.

[58] Salam A., Strathdee J.A. Supersymmetry and Nonabelian Gauges. Phys.
Lett. B. 51 (4) (1974), 353–355.

[59] Sato M., Miwa T., Jimbo M. Studies on holonomic quantum fields. I. Proc.
Japan Acad. Ser. A Math. Sci. 53:1 (1977), 6–10.

[60] Schmitt T. Supergeometry and quantum field theory, or: what is a classical
configuration? Rev. Math. Phys. 9:8 (1997), 993–1052.

[61] Segal G. Unitary representations of some infinite-dimensional groups.
Comm. Math. Phys. 80:3 (1981), 301–342.

[62] Segal I.E., Foundations of the theory of dynamical systems of infinitely
many degrees of freedom (1), Mat.-Fys. Medd. K. Dan. Vidensk. Selsk. 31
(12) (1959), 1–39.

[63] Serganova V. V. Classification of real simple Lie superalgebras and sym-
metric superspaces. Funct. Anal. and Appl. 17:3 (1983), 200–207

[64] Sergeev A. The invariant polynomials on simple Lie superalgebras. Repre-
sent. Theory, 3 (1999) 250–280.

[65] Serov A. A. The Clifford-Weyl algebra and the spinor group. In Problems
in group theory and homological algebra, ed. A. L. Onishchik (Russian),
143–145, Yaroslav. Gos. Univ., Yaroslavl, 1985.

[66] Shale D. Linear symmetries of free boson fields. Trans. Amer. Math. Soc.
103 (1962), 149–167.

[67] Shale D., Stinespring W. F. Spinor representations of infinite orthogonal
groups. J. Math. Mech. 14 (1965) 315–322.

[68] Varadarajan V. S. Supersymmetry for mathematicians: an introduction.
Amer. Math. Soc., Providence, RI, 2004.

[69] Volkov D. V., Akulov V. P. Is the neutrino a Goldstone partile? Phys.
Lett., B46 (1973), 109–112.

59



[70] Volkov D.V., Soroka V.A. Higgs effect for Goldstone particles with spin 1/2,
JETP Lett. 18:8 (1973), 312–314.

University of Graz;

High School of Modern Mathematics MIPT;

Moscow State University, MechMath Department.

Math.Dept., University of Vienna;

Institute for Theoretical and Experimental Physics (until 11.2021);

neretin.ua(frog)mipt.ru

URL:www.mat.univie.ac.at/∼neretin

60


