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JIerKoBecHbIe a/ropuTMbl Koppekiuu packiaagku ENG - RU B ycioBusix

BBICOKOM HAarpy3Ku

AnHoTanus: CoBpeMeHHbIe TIOMCKOBbIE CUCTEMbI 37IEKTPOHHOM KOMMEDLIMU
CTA/IKMBAIOTCS C TPYIHOCTSIMHM 00pabOTKHU 3aIpoCOB, COZiepyKaIiX KOPOTKHe
TeXHUUeCKHe TOKeHbI, 0C0OOeHHO B cerMeHTe «caenai cam» (DIY). OgHoit u3
K/TIOUeBBIX TTpobieM siBsieTcst oiiOKa packnaaku KiaaBuatypel (ENG — RU),
TIpUBO/SALLIASA K UCKA)KeHHUIO U HepaCllo3HaBaHUIO 3allpoCoB, HanpuMmep, «bIbIB 1EM»
BMecTO «SSD 1TB». ITomo6HbIe NCKayKeHUSI CHIDKAIOT TOUHOCTh TTIOMCKA U
KOHBepcHi0. B paboTe 1ipe/jjio)kKeHbI JieTKOBeCHbIe alTOPUTMbI KOPPEKLIMU pPacK/IafiKy,
ONTMMU3UPOBAHHBIE [/ BBICOKOHATPY>KeHHbIX CUCTEeM C OrpaHUYeHHbIMU
BbIUMC/IUTEIbHBIMUA peCcypcaMU. JKCIIepUMEHTHI Ha IOMEeHHbBIX JaraceTax
JIEMOHCTPHUPYIOT POCT TOYHOCTU noucka Ha 25—-30% 1ipy BpemeHU OTK/IMKa MeHee 10
MC Ha 3arpoc. [TonyueHHble pe3y/nbrarhl MOATBEP)KAAIOT IIPUMEHUMOCTD MOAX0/a B

MPOMBIIIIeHHBIX [R-crcTeMax v 06/1auHbIX MIaTGopMax.

KnoueBsbie cjioBa: HH(l)OpM&L[HOHHBIﬁ IMMOMNCK, 3JIEKTPOHHAasA KOMMePIHA, PACK/IdAKad

KJ/IaBUAaTyPbl, TPAHC/IMTepaLus, BbICOKast Harpy3Ka, orpaHAiueHHble pecypcsl, DIY.

1. BBegenue

[TnardhopMbl 371eKTPOHHOM KOMMEPLIMU, 0COOEHHO B CeTMeHTe «C/ieiaid caM», 4acTo
o0OpabarbIBarOT KOPOTKHE 3aMpOChl C TEXHUYeCKUMU 0003HaueHussMu — «bolt
M8x50», «drill 18V» u T.i. Ommbku packnazky knaBuarypbl (ENG - RU) ipuBogsT
K TOMY, UTO JIATUHCKH@ CUMBOJTbI MHTEPIIPETUPYIOTCS KaK KUPWIIMUe CKHe, fiesast

3dlMpOChkI HEPACITO3HABAE€MbBIMHM [JIs TIOMCKOBOI'O MHAEKCA. OJTO CHIKaeT



peneBaHTHOCTh U KOHBepcuto 10 40—50%, cornacHO aHa/IMTHKe KPYITHBIX

mapkeTieiicoB (Wildberries, Ozon).

Lenb nccnenoBanust — pa3paboTKa U OIjeHKa BEIUMC/IATENBHO 3PPEeKTUBHBIX
aJIFOPUTMOB KOPPEKI[UH pacK/Ia/IKu [T BBICOKOHArpy>keHHbIX IR-crctem. B oTune
oT opdorpaduueckrx MeTOJ|0B, ODUEHTHPOBAHHBIX Ha €CTeCTBEHHBIN SI3BIK, TIOAXO]
Harle/IeH Ha BOCCTaHOB/IEHHEe KOPOTKMX TeEXHHUEeCKHX TOKEHOB. PaboTa oObequHSIeT
KOHTEKCTHOE COTIOCTaB/IeHHe, SBPUCTHYECKHE TIPaBU/Ia U JIETKHE MO/Ie/TM MAIIMHHOTO
obyuenus1, GOpMHUPYsI OCHOBY /1711 MacIITabrpyemMoii 00pabOTKH 3aITpoCoB B

pea/ibHOM BpEMEHH.

2. O030p uTEpaATYpPHI

[Tpob6siema 06pabOTKM IITYMHBIX 3alPOCOB aKTUBHO UCC/IEIyeTCs] B KOHTEKCTe
TIOMCKOBBIX CICTEM Y MAIlIMHHOTO TiepeBofia. PaHHMe paboThI 10 CTaTHCTHYeCKOM
TpaHc/MTepalyu [1] 1 KOppeKI[uyu UMEH COOCTBEHHBIX [2] ymydiliam IMOUCK B
MHOTOSI3bIYHBIX CIIEHAPUSIX, HO He YUUTHIBA/IM BU3ya/IbHbIe OLIMOKH K/IaBUATypHOU
pack/iagku. MHorosisbluHble UHTepdelchl 1 Moziesiv BBoa [ 3, 4] paccMaTpuBanu
TPpaHC/IMTepaLyIo [J1s1 UHAUMCKUX SI3bIKOB, OHAKO uX npuMeHeHre K ENG — RU

OrpaHHAYeHo.

Inst pycckoro si3bIKa TpOBOIW/IMCh UCCIe/JOBaHUS 110 KoppeKiuu opdorpaduu [5, 8],
yCTOWUMBBIE K IITYMY, HO He aZlallTUPOBaHHbIe K KODOTKUM TOKeHaM U TeXHUUYeCKUM
o6o3HaueHUsIM. HelipoHHbIe moaxoab! [6, 7] obecrieunBarOT BBICOKYHO TOUHOCT, HO
TpeOyIOT 3HAUMTE/IbHBIX BBIUMCUTENbHBIX PeCYPCOB, UTO JieflaeT UX
HEeNPaKTUYHBIMU B YCJIOBUSIX peasibHOTO BpeMeHU. Pabota [11], opreHTHpOBaHHast Ha
MO/le/TMPOBaHKe MPOU3HOLLIEHUS /151 yayulineHus: opdorpaduueckor KOppeKLIUH,
JeMOHCTpUpYeT 3(PheKTUBHOCTD [1JIs1 aHIVIMUCKOTO SI3bIKa, HO eé (hoHeThueCKas
HarpaB/eHHOCTb OTPAHUUMBAET MPUMEHUMOCTDb K BU3yaTbHBIM OLIMOKaM pacK/IafKu
turna ENG - RU. B 351eKTpOHHOM KOMMepLIMY MTOATBEPXKAEHO BIUSIHUE
KOPPEeKTHPOBKH 3arpoCoB Ha pocT kKoHBepcud [10], ogHako crieliudrka KOpOTKUX

TeXHUYeCKUX TOKeHOB B cerMeHTe DIY ocTaéTcsi HejoCTaTOUHO U3yUYEHHOM.
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TakuM 00pa3oM, CyIreCTBYIOIIHe pellleHus, BKiouast Yandex Speller [8], He
MacIITabupYyIOTCS TIOZ, CepBepHbIe ClieHapHH C BBICOKOM Harpy3koii. Paciiimperye
3arpoCoB Yyepe3 BeKTOPHbIe Mpe/CcTaB/ieHust C/IoB [9] ynyuliaeT pesieBaHTHOCTb, HO

PeIKO YUUTBIBAET OTPaHUUYEHHUS PeCYPCOB.

17151 KODOTKMX TeXHUUeCKUX TOKeHOB KOppeKLys opdorpadyy MajonpyuMeHUMa, Tak
KakK TpPaHC/IUTepPUPOBaHHbIE OITMOKNA He COOTBETCTBYIOT TMHTBUCTUUECKUM
naTTepHam [12]. AAropyuT™MbI packialouHON KOpPeKLIMY, HallpOTHB,
JeTePMUHUPOBaHHBI U 3(PPEKTUBHO BOCCTAaHABIMBAIOT UCXOHbIM TOKEH Ha OCHOBE
buKcupoBaHHBIX Tabmil corioctaperus [13]. 3To onpezesnsieT aKTyaabHOCTh
JIETKOBECHBIX PellleHUM, YCTOMUYMBBIX K LIyMYy U NPUTOJHBIX [1JI1 [IPOMBIIIEHHOTO

BHepeHHs.

3. Metoponorus

MeTofon0rust peaiv3yeT MHOTOYPOBHEBBIM TTOIX0, K KOPPEKI[MW PaCK/Ia/IKu
K/IaBUATYyPhI B MairiaiiHax WH(OPMAaIIMOHHOTO ToucKa. Ha nmepBom 3Tarie
BBITIOJTHSIETCSI JIeTEKIIUS OIITMOOK — orpezie/ieHrie TOKeHOB, TPeOyoImmx
vcripaBieHus. [I1s1 9TOro UCIo/ib3yeTcsl KOMIAaKTHasi HelipoHHasi Mogiesib, 00yueHHast
Ha JOMEHHBIX JaHHbIX CerMEeHTa «CAesan cam».

CpenHuM C/10Bapb KaTajiora HaCUYMThIBaeT 1—3 MJIH TOKEHOB, a C YUETOM [JIJTMHHOTO
XBOCTa HA3KOUACTOTHBIX KOMOMHALIMI WX YKCJIO B 3ampocax gocturaet 10 MiH B
cyTKU. PacmipeiesieHrie OTK/IOHSIETCSI OT 3aKoHa Llurda, uto TpebyeT ArHaMUUeCKUX

(UIBTPOB M OTKa3a OT CTaTUYHBIX CJIOBapeM.

KnroueBoii 3/1eMeHT MeTO/[0JIOTUU — pa3rpaHuyeHue 3a/lau 00HapyXeHus 1

HCIpaB/IeHUs TPaHCIUTepaLUU.

* O6HapykeHre (OKyCUpPYeTCsl Ha TOKeHaX, BO3HUKILUX M3-3a OLIMO0YHOMN
packiaaku ENG — RU, v ucnonb3yet nartepHbl HeCOOTBETCTBUSA

KNPW/INIMYECKUX W JIATUHCKHUX CHMMBOJIOB.



hd I/ICl'IpaBJ'IEHI/Ie BBITIO/THAETCA I10 CbI/IKCI/IPOBaHHLIM MaAIIITMHI'aM KJ/IaBMUIII,

BOCCTdHAB/IMBAA HCXOAHbIﬁ CMBICJ/T TOKEHaA.

KoHTeKcT 3arpoca UCIosb3yeTcst 17151 MUHMMU3aLUU JIOXKHBIX cpabaThIBaHMIA:
Haripumep, «bIbIB» MoxkeT 0603Hauath «SSD», HO TaK)Ke TPaKTOBaThbCs Kak
abbpeBuatypa. KareropuasibHble IpU3HAaKU U COCeHKE TOKEHbI MI03BOJISIOT YTOUHSATh

VHTEepHpeTaLuIo.

KoHTeKCTHOe corocTaB/ieHre 3a/lelCTByeT BeKTOPHbIe Mpe/|CTaB/IeHUs U aHa/I|3 N-
rpamMM /iJisi OLIeHKW CeMaHTHYeCKOH COTr/lacOBaHHOCTH C KaTasorom ToBapoB. Ocoboe
3HaueHHe KOHTeKCTHOe COToCTaB/ieHre Mpruo0peTaeT B CerMeHTe «cjieflaii caM», re
KOPOTKHe TeXHUueckre o603HaueHus (Harpumep, M8x50) Hepeako COBITA/aloT I10
dopme ¢ TpaHC/IMTEpUPOBaHHBIMU ortbkamu (b8450). [list mpeoTBpalieHus
JIOXKHOTIOJIOXKUTE/TbHBIX CpabaThIBaHUH a/ITOPUTM OIJeHWBAET WX COTIaCOBAaHHOCTD C
BHYTPEHHHWMU JJaHHbIMU KaTajiora U pejieBaHTHbIMY TOBapHbIMU KaTteropusiMu. I1oct-
Ba/IMJaLiyis IOATBEPIKAeT, YTO UCIPAaB/IeHHbIU TOKEeH pejieBaHTeH JOKYMeHTaM

WH/IeKCa.

Meto[ nofep)KuBaeT YaCTUYHYHO KOPPEeKLIUIO: B 3arpocax turna «Kynure LED
JIaMITy» KOPPeKTHPYeTCS JIMIIb OAWH TOKeH. To obecrieurBaeT aZlaliTUBHOCTD B
peasbHbIX M0/Ib30BaTe/bCKUX ClieHapusX. ITepaTUBHBIM LMK/ — JieTeKIUuA —

UCIpaB/ieHUe — Baaujanus — obecrieurBaeT OasaHC TOUHOCTH U

MPpOMU3BOAUTE/IbLHOCTHU ITPYU MUHUMAJIBHBIX BBIUMC/IMTE/IbHBIX 3dTPaTadX.

4. DKCrIepUMeHT U pe3y/bTaTbl
4.1 laHHbIe

s npoBepky 3¢ ()eKTUBHOCTH NPeI0KEHHBIX aITOPUTMOB C()OPMHUPOBaH KOPITYyC
Y3 peasibHbIX U CUHTeTHYeCKUX MOMCKOBBIX 3arpocoB cermeHnTa DIY. OcHoBy
COCTaBWJ/IM JIaHHbIe OTKPBIThIX KaTanoros (Wildberries, Ozon). AyrmeHTarus
BBINOMHSAIACh 10 (prKcrpoBaHHbIM ManmnuHraMm ENG - RU («S» — «bl», «D» - «B»),

C BAPbHMPOBAHKWEM KOJIMUECTBA MCKa)KEHHBIX TOKEHOB.



VToroBbIii KOpIyc cofep>XuT okoso 10 mutH 3amuceii, cbamaHCUPOBaHHBIX T10
KaTeropusiMm («MHCTPYMEHTBI», «3JIeKTPOHUKa» U Jp.). Pacnipefenenue no unciy
OITMOOK JIEMOHCTPUPYET BhIpayKeHHBIN «/[/TMHHBIN XBOCT»: OOJIBIIIMHCTBO 3allpOCOB
KOPPEKTHBI, HO peJIKie CUJIbHO UCKa)KEHHBIe IPUMepbl KPUTUUeCKHU BIIUSIFOT Ha

KaueCTBO ITOMCKaA.

Tabauya 1: PacnpedeneHue kaaccoe owubok

Ko/ 1muecTBO 0IIMO0K B IMOMCKOBOM Hona B faracere
3anpoce
0 0.2063
1 0.0312
2 0.0727
3 0.1173
4 0.1523
5 0.1674
6 0.1463
7 0.0844
8 0.0222

Tabmuria 1 feMoHCTpUpYyeT pacripe/iesieHre K/1acCoB TI0 KOJTMUeCTBY OIIMO0K
pacK/IaJK{ B TIOUCKOBBIX 3ampocax. HaubosibIyto o0 COCTaB/ISIOT KOPPEKTHBIE
nnu cnabo uckakéHHbIe 3arpockl (0—2 o1rMbKuM), B TO BpeMsi KaK MHOTOKPATHbIe
otOku (5 1 60J1ee) BCTpeUaroTCsl 3HAUUTETHLHO peke. Takas aCHMMeTpPUsT OTpakaeT
TUTTUYHYIO CTPYKTYPY T10/Ib30BaTe/IbCKUX IaHHBIX U MOAUEPKUBaeT He0OX0[UMOCTh
a/ITOPUTMOB, YCTOWUMBBIX K PeAKHUM, HO KDUTUUECKH 3HAUMMbBIM C/TydasiM

UCKaYKeHUH.

Kopryc pa3zaenén Ha obyuaroiiyro (70%), BanuaanponHyto (15%) u tectoByto (15%)

BLIOOPKU.



4.2 JxcnepuMeHTa/IbHasA MOCTaHOBKA

OrjeHKa NpoBOAWIACh B YC/I0BUSIX, UMUTUPYIOIUX pearnbHble [R-crcTeMbl: Harpyska
1o 1000 3arpocoB/cek Ha 06/1aYHBIX y3/1aX C OrpaHUUeHHBIMU peCypPCaMu.

CpaBHUBa/IMCh TPU T0AX0AA:
1. cranmapTHasi opdorpaduueckasi Koppekiys (6a30BbIii YPOBEHb),
2. SBPUCTUYECKUH aJITOPUTM pPacKiaZj0uHOU KOPPEeKLIWH,
3. rubpuaHas mojienb (3BpUcTHKa + ML).

MeTpurKu BK/IHOUA/Id TOUHOCTb, OJHOTY, F1-Mepy, a Takxe NpOIyCKHYHO

CIIOCOOHOCTD Y CPeIHIOI0 3a/IeP’KKY OTKJTHKA.
4.3 Pe3yiibTaThl

I'mbpuHast Mozieslb TTI0Ka3aia PoCT peeBaHTHOCTH Ha 25—-30% 110 cpaBHEHHIO C
6a3oBbIM MeTozioM. CpefiHee BpeMsi OTK/IMKa — 8—9 mc (95-# mepiieHTH/b < 17 MC),
YTO COOTBeTCTBYeT TpeboBaHusaM SLA /17151 KoMmMepuecKux riatdopm. I[IporyckHast
criocobHoCTh Aioctrrana 115 3ampocoB/ceK npu Harpy3ke 6e3 cOoes.
Wcnonb3oBaHue jierkoBecHou Mozienu fastText [17] v oTUMH3UPOBAHHBIX CTPYKTYP

JMAHHBIX B MaMATH obecrieunsio 3arpy3ky LIITY < 70%.

[To cpaBHeHuto ¢ Yandex Speller nmpousBoautensHoCTh Bo3pocia Ha 350—400%, npu
5TOM TOUHOCTb MCIIPaB/IeHUs KOPOTKMX TOKeHOB yBenmuuaack ¢ 0.76 mo 0.97 (F1).
OKCTiepUMeHT TIOATBepAuT 3 GheKTHBHOCTE MPeJIOKEHHOTO TIOAXOA /ISl 00/1auHbIX

Y1 MOOUJIBHBIX CUCTEM C OrpaHHUY€HHBIMH peCypCaMM.

5. O6cyxaeHue

Pe3ynbTarhl EMOHCTPUPYIOT, UTO KOMOMHUPOBAHHBIN MOAX0A 0becrieunBaeT
BBICOKHUI YPOBEHb /leTepMUHU3MA TIPY MUHUMaIbHOM T1oTpebieHnu pecypcoB. OTka3s
OT TsDKEnbIX TpaHCQopmepHbIX apxuTeKTyp (T5 [14], BART[16]) no3soaun

n3bexarthb 3aziepykek >50 Mc, THIIMYHBIX [7151 HelipoceTeBbIX Mojeneit. CyOcioBHast



TOKeHu3a1us SentencePiece [15] oka3asach HEITPUTOAHOM [/ KOPOTKUX

TeXHUUeCKUX o003HaueHuit («M8x50», « LED5W»), HapyIiiass aToMapHOCTb TOKEHOB.

Takum O6p&30M, OINNTUMAJ/IbHBIM pemeHreM /i1 BbBICOKOHAI'DY>K€HHBIX CUCTEM

SIBJISIETCSI COUeTaHue:
¢ (huUKcHpOBaHHBIX Tabsmil MarmuHra A1 ENG - RU,
® KOHTEKCTHOIO COIOCTAaB/IeHUSI HA YPOBHE N-TPaMM,

¢ 1 nérkux mogesei fastText [17], uHTerpUpOBaHHBIX B KOMITU/IMPyeMOe

oKpy>keHue Go.

Poct meTpuku F1 Ha oT/ioykeHHO BbiOopke ¢ 90% 110 97% ObL/T AOCTUTHYT 3a CUET
OTTUMHU3alIY TUTIepIiapaMeTPOB BCero KOHBeliepa MOATOTOBKH AAHHBIX U 00yueHuUs

MO/IeJIU.

HOCJ’IE,E[YI-OH.[&H KBaHTHU3dllWA II03BOJ/IW/Ida YMEHBIINUTL Pa3Mep MO e/ IIPUMEPHO Ha

30% 6e3 cHI)KeHUSI KauecTBa Mpe/iCKa3aHui.

CrnenyeT OTMeTUTb, YTO aHA/IOTUYHbIE yIyUllleHUs] TPYIHO BOCIIPOM3BECTH B
TpaHC(OPMEPHBIX apXUTEKTYpax, Ijle BbICOKasi TapaMmeTpuuecKasi CJI0KHOCTb U
YyBCTBUTETBHOCTh K MaCIITaOMPOBAaHUIO CYII[eCTBEHHO OTPaHUYMBAIOT

3 PeKTUBHOCTD MOAO0OHBIX ONMTUMU3ALIHM.

[TomobHast apxXUTEKTypa rapaHTUPYyeT BOCITPOU3BOAUMOCTb U YCTOMUHMBOCTD K
duykTyarysm Tpaduka Mmpy ofHOBpeMeHHOM coOsmofieHnu TpeboBanmii SLA < 20

MC.

6. 3ak/sTIIoUeHUe

Paborta npe/icTaBuia BLIUMCAUTETHEHO 3(h(eKTUBHBIN MOAX0 K KOPPeKLUU
packiagku KaaBuatypbl ENG — RU B MOMCKOBBIX CHCTeMaxX 371eKTPOHHOM
KoMMepruu. MeTosi 06beIiHsIeT IBpUCTHUeCKe TIpaBU/Ia U JIETKOe MallliHHOe

06yqu1/Ie AJI1 BOCCTAHOB/IEHHA TEXHHUYECKHUX TOKEHOB B pea/IbHOM BPEMEHH.



OKCIIepr¥MeHThI TI0Ka3alu yBeJInyeHre TOYHOCTU TorcKa Ha 25—-30% u cokpaijeHue
BpeMeHH OTK/IMKa /10 < 10 Mc. [Togxon qoKa3an MacIiTabupyeMoCTh U
MIPUMEHUMOCTh B CCTEMax C OTpaHUUeHHLIMU pecypcamMH, o0ecrieurBast

yCTONUMBYIO PabOTYy MOJ BHICOKOM Harpy3KOM.

[TepcrniekTHBBI BK/IIOUAIOT pacivpeHre Habopa packnasok (RU —» ENG), BHeapeHue
camoo0yueHHs U UCC/lefloBaHUe BIMsIHUSL KOpPeKIuM Ha downstream-3a/jaud —

pacIliMpeHyre 3arpoCcoB, paHKUPOBaHKUe U MePCOHAM3aII|I0 TIOMCKa.
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Lightweight Algorithms for ENG - RU Keyboard Layout Correction under
High-Load Conditions

Abstract: Modern e-commerce search systems increasingly encounter challenges in
processing user queries containing short, domain-specific technical tokens,
particularly within the “do-it-yourself” (DIY) segment. A major source of retrieval
errors arises from incorrect keyboard layouts (ENG — RU), which produce distorted
or unrecognized queries—such as “bieIB 1EMN” instead of “SSD 1TB.” These
distortions disrupt lexical and semantic integrity, significantly degrading retrieval

accuracy and user conversion rates.

This study presents a set of lightweight algorithms for ENG — RU keyboard layout
correction, specifically optimized for deployment in high-load information retrieval
(IR) systems operating under limited computational resources. The proposed methods
integrate deterministic key-mapping with heuristic and contextual analysis to restore
query integrity in real time. Experimental evaluations on domain-specific e-
commerce datasets demonstrate a 25-30% improvement in retrieval accuracy and an
average response latency below 10 ms per query. The findings confirm the
effectiveness and scalability of the approach for industrial and cloud-based IR

applications.

Keywords: information retrieval, e-commerce, keyboard layout correction,

transliteration, high-load systems, limited computing resources, DIY.
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